Image Enhancement in Frequency Domain

Background

- In spatial domain filtering, each output pixel is a function of an input pixel and its neighbors
- Any periodic function can be represented as the sum of sines and cosines of different frequencies, multiplied by a different coefficient (Fig 4-1)
  - The sum is called Fourier series
- Functions that are not periodic but whose area under the curve is finite can be represented as the integral of sines and cosines multiplied by a weight function
  - Known as Fourier transform
- Function represented by Fourier transform can be completely reconstructed by an inverse transform with no loss of information
  - Allows working in Fourier domain and return to the original domain without any loss of information

Preliminary concepts

- Complex numbers
  - A complex number $C$ is defined by $C = R + jI$
  - The conjugate of a complex number $C$, denoted by $C^*$ is defined by $C^* = R - jI$
  - May be viewed geometrically as points on a plane (complex plane)
    * Abscissa is the real axis (value of $R$)
    * Ordinate is the imaginary axis (value of $I$)
    * $C$ can be represented as point $(R, I)$ in the rectangular coordinate system of complex plane
  - Polar representation of complex numbers is given by $C = |C|(\cos \theta + j \sin \theta)$
    * $|C| = \sqrt{R^2 + I^2}$ is the magnitude of the vector from the origin to point $(R, I)$
    * $\theta$ is the angle between the vector and the real axis
      $\tan \theta = I/R \Rightarrow \theta = \tan^{-1}(I/R)$
  - Using Euler’s formula
    $e^{j\theta} = \cos \theta + j \sin \theta$
    where $e = 2.71828 \ldots$
  - Then, the complex number is given by $C = |C|e^{j\theta}$
  - The discussion is applicable to complex functions as well
    * The complex function $F(u)$ can be expressed as the sum $F(u) = R(u) + jI(u)$ where $R(u)$ and $I(u)$ are real and imaginary component functions
• Fourier series
  – A function \( f(t) \) of a continuous variable \( t \) that is periodic with period \( T \) is expressed as follows:

\[
f(t) = \sum_{n=-\infty}^{\infty} c_n e^{j \frac{2\pi n}{T} t}
\]

where

\[
c_n = \frac{1}{T} \int_{-T/2}^{T/2} f(t) e^{-j \frac{2\pi n}{T} t} dt \quad \text{for } n = 0, \pm 1, \pm 2, \ldots
\]

• Impulses and their sifting property
  – A unit impulse of a continuous variable \( t \) located at \( t = 0 \), denoted \( \delta(t) \), is defined as

\[
\delta(t) = \begin{cases} 
\infty & \text{if } t = 0 \\
0 & \text{otherwise}
\end{cases}
\]

and is constrained to satisfy the identity

\[
\int_{-\infty}^{\infty} \delta(t) dt = 1
\]

– If \( t \) is the time, impulse is viewed as a spike of infinity amplitude and zero duration, with unit area
– Impulse has the so called sifting property with respect to integration

\[
\int_{-\infty}^{\infty} f(t) \delta(t) dt = f(0)
\]

provided that \( f(t) \) is continuous at \( t = 0 \)

– Sifting simply yields the value of the function \( f(t) \) at the location of the impulse
– Impulse located at an arbitrary point \( t_0 \), denoted by \( \delta(t - t_0) \) yields the sifting property as

\[
\int_{-\infty}^{\infty} f(t) \delta(t - t_0) dt = f(t_0)
\]

– As an example, if \( f(t) = \cos(t) \), using the impulse \( \delta(t - \pi) \) yields the result \( f(\pi) = \cos(\pi) = -1 \)
– Let \( x \) represent a discrete variable
– The unit discrete impulse \( \delta(x) \) is defined as

\[
\delta(x) = \begin{cases} 
1 & \text{if } x = 0 \\
0 & \text{otherwise}
\end{cases}
\]

– It also satisfies the discrete equivalent of identity

\[
\sum_{x=-\infty}^{\infty} \delta(x) = 1
\]

– The sifting property for discrete variables has the form

\[
\sum_{x=-\infty}^{\infty} f(x) \delta(x) = f(0)
\]
– Using a discrete impulse located at \(x = x_0\)
\[
\sum_{x=-\infty}^{\infty} f(x)\delta(x-x_0) = f(x_0)
\]

– Impulse train
  * Figure 4.3
  * Defined as the sum of infinitely many periodic impulses \(\Delta T\) units apart
\[
s_{\Delta T}(t) = \sum_{n=-\infty}^{\infty} \delta(t-n\Delta T)
\]

• Fourier transform of functions of one continuous variable
  – Given single variable continuous function \(f(t)\) of a continuous variable \(t\)
  – Fourier transform \(F(u)\) is given by
\[
F\{f(t)\} = \int_{-\infty}^{\infty} f(t)e^{-j2\pi\mu t}dt
\]
  * \(\mu\) is also a continuous variable
  * \(t\) is integrated out, so, \(F\{f(t)\}\) is a function only of \(\mu\)
  * So, we can write \(F\{f(t)\} = F(\mu)\) or
\[
F(\mu) = \int_{-\infty}^{\infty} f(t)e^{-j2\pi\mu t}dt
\]
  – The inverse of the Fourier transform is given by
\[
f(t) = \int_{-\infty}^{\infty} F(\mu)e^{j2\pi\mu t}d\mu
\]
  * The above two functions form the Fourier transform pair
  – Fourier transform can be expressed using Euler’s formula as
\[
F(\mu) = \int_{-\infty}^{\infty} f(t)[\cos(2\pi\mu t) - j\sin(2\pi\mu t)]dt
\]
  * For real \(f(t)\), the transform is complex
  * Transform is integration of sinusoidal terms multiplied by \(f(t)\)
  * Sinusoidal terms are based on \(\mu\) as \(t\) is integrated out
  * Only variable left after integration is frequency, hence the domain of the Fourier transform is frequency domain
  * Units of \(\mu\) are cycles per (unit of \(t\))
    * If \(t\) is time, units of \(\mu\) are cycles per second
    * If \(t\) is distance, units of \(\mu\) are cycles per meter
  – Computing Fourier transform of a function
    * Figure 4.4a
    * Fourier transform is computed as
\[
F(\mu) = \int_{-\infty}^{\infty} f(t)e^{-j2\pi\mu t}dt
= \int_{-W/2}^{W/2} Ae^{-j2\pi\mu t}dt
\]
\[ \begin{align*}
&= -\frac{A}{j2\pi\mu} \left[ e^{-j2\pi\mu t} \right]_{-W/2}^{W/2} \\
&= -\frac{A}{j2\pi\mu} \left[ e^{-j2\pi\mu W} - e^{j2\pi\mu W} \right] \\
&= \frac{A}{j2\pi\mu} \left[ e^{j2\pi\mu W} - e^{-j2\pi\mu W} \right] \\
&= AW \frac{\sin(\pi\mu W)}{(\pi\mu W)}
\end{align*} \]

where \( \sin \theta = (e^{j\theta} - e^{-j\theta})/2j \)

* The result is called the \( \text{sinc} \) function defined as

\[ \text{sinc}(m) = \frac{\sin(\pi m)}{(\pi m)} \]

- \( \text{sinc}(0) = 1 \) and \( \text{sinc}(m) = 0 \) for all other integer values of \( m \)
- Plot of \( F(\mu) \) in Figure 4.4b

- Fourier spectrum or frequency spectrum
  * For display purpose, work with the magnitude of the transform
  * Denoted by

\[ |F(\mu)| = AW \left| \frac{\sin(\pi\mu W)}{(\pi\mu W)} \right| \]

* Figure 4.4c
  * Plot of \( |F(\mu)| \) as a function of frequency
  * Location of zeroes of both \( F(\mu) \) and \( |F(\mu)| \) are inversely proportional to the width \( W \) of the box function
  * Height of the lobes decreases as a function of distance from the origin
  * Function extends to infinity for both positive and negative values of \( \mu \)

- Fourier transform of a unit impulse located at the origin

\[ F(\mu) = \int_{-\infty}^{\infty} \delta(t)e^{-j2\pi\mu t} \, dt \]

\[ = \int_{-\infty}^{\infty} e^{-j2\pi\mu t} \delta(t) \, dt \]

\[ = e^{-j2\pi\mu t_0} \]

\[ = e^0 \]

\[ = 1 \]

* Constant in the frequency domain

- Fourier transform of an impulse located at \( t = t_0 \) is

\[ F(\mu) = \int_{-\infty}^{\infty} \delta(t - t_0)e^{-j2\pi\mu t} \, dt \]

\[ = \int_{-\infty}^{\infty} e^{-j2\pi\mu t} \delta(t - t_0) \, dt \]

\[ = e^{-j2\pi\mu t_0} \]

\[ = \cos(2\pi\mu t_0) - j \sin(2\pi\mu t_0) \]

* Equivalent representation of a unit circle centered on the origin of the complex plane

- Fourier transform of a periodic impulse train
  * The only difference in the form of forward and inverse Fourier transform is the sign of the exponential
If a function \( f(t) \) has the Fourier transform \( F(\mu) \), then the latter function evaluated at \( t \), given by \( F(t) \) must have the transform \( f(-\mu) \).

Using this symmetry property and given that the Fourier transform of an impulse \( \delta(t-t_0) \) is \( e^{-j2\pi\mu t_0} \), the function \( e^{-j2\pi\mu t} \) has the transform \( \delta(-\mu-t_0) \).

Let \( -t_0 = a \).

The transform of \( e^{j2\pi\mu t} \) is \( \delta(-\mu + a) \).

\( \delta \) is not zero only when \( \mu = a \).

Impulse train \( s_{\Delta T}(t) \) is periodic with period \( \Delta T \) and can be expressed as a Fourier series

\[
s_{\Delta T}(t) = \sum_{n=-\infty}^{\infty} c_n e^{j\frac{2\pi n}{\Delta T} t}
\]

where

\[
c_n = \frac{1}{\Delta T} \int_{-\Delta T/2}^{\Delta T/2} s_{\Delta T}(t)e^{-j\frac{2\pi n}{\Delta T} t} dt
\]

The integral in the interval \([-\Delta T/2, \Delta T/2]\) encompasses only the impulse of \( s_{\Delta T}(t) \) located at the origin, giving

\[
c_n = \frac{1}{\Delta T} \int_{-\Delta T/2}^{\Delta T/2} \delta(t)e^{-j\frac{2\pi n}{\Delta T} t} dt
\]

\[
= \frac{1}{\Delta T} e^{0}
\]

\[
= \frac{1}{\Delta T}
\]

Fourier series expansion becomes

\[
s_{\Delta T}(t) = \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} e^{j\frac{2\pi n}{\Delta T} t}
\]

Fourier transform of a sum is same as the sum of transforms of individual components, that are exponents

\[
\mathcal{F}\{e^{j\frac{2\pi n}{\Delta T} t}\} = \delta \left( \mu - \frac{n}{\Delta T} \right)
\]

The Fourier transform of periodic impulse train is

\[
S(\mu) = \mathcal{F}\{s_{\Delta T}(t)\}
\]

\[
= \mathcal{F} \left\{ \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} e^{j\frac{2\pi n}{\Delta T} t} \right\}
\]

\[
= \frac{1}{\Delta T} \mathcal{F} \left\{ \sum_{n=-\infty}^{\infty} e^{j\frac{2\pi n}{\Delta T} t} \right\}
\]

\[
= \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} \delta \left( \mu - \frac{n}{\Delta T} \right)
\]

Fourier transform of an impulse train with period \( \Delta T \) is also an impulse train with period \( 1/\Delta T \)

Convolution

- Convolution of two functions involves flipping one function about the origin and sliding it past the other.
- Now, we are interested in the convolution of two continuous functions \( f(t) \) and \( h(t) \) of one continuous variable \( t \) using integration instead of summation.
• The convolution, denoted by $\star$, is defined as

$$f(t) \star h(t) = \int_{-\infty}^{\infty} f(\tau) h(t - \tau) d\tau$$

where the minus sign indicates flipping, $t$ is the displacement to slide one function past the other, and $\tau$ is a dummy variable for integration.

• Fourier transform of above convolution is given by

$$\mathcal{F}\{f(t) \star h(t)\} = \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} f(\tau) h(t - \tau) e^{-j2\pi \mu t} d\tau \right] e^{-j2\pi \mu \tau} d\tau$$

– The term inside brackets is Fourier transform of $h(t - \tau)$

– Also, Fourier transform of $h(t)$ is denoted by $H(\mu)$ and

$$\mathcal{F}\{h(t - \tau)\} = H(\mu)e^{-j2\pi \mu \tau}$$

$$\mathcal{F}\{f(t) \star h(t)\} = H(\mu) \int_{-\infty}^{\infty} f(\tau) e^{-j2\pi \mu \tau} d\tau = H(\mu)F(\mu)$$

– This equation tells us that the Fourier transform of the convolution of two functions in the spatial domain is equal to the product of the Fourier transform of two functions in frequency domain.

– Conversely, we can obtain the convolution in the spatial domain by computing the inverse Fourier transform from the product of the transforms.

– **Convolution Theorem**: $f(t) \star h(t)$ and $H(u)F(u)$ are a Fourier transform pair written as

$$f(t) \star h(t) \Leftrightarrow H(\mu)F(\mu)$$

– The second half of the convolution theorem states:

$$f(t)h(t) \Leftrightarrow H(\mu) \star F(\mu)$$

indicating the convolution in the frequency domain is equivalent to multiplication in the spatial domain.

### Sampling and the Fourier transform of sampled functions

• Sampling

– Used to convert continuous functions into a sequence of discrete values

– Figure 4.5

  * Continuous function $f(t)$ to be sampled at uniform intervals $\Delta T$ of independent variable $t$
  * Model sampling by multiplying $f(t)$ by a sampling function equal to an impulse train $\Delta T$ units apart

– Sampled function

$$\tilde{f}(t) = f(t) \delta_{\Delta T}(t) = \sum_{n=-\infty}^{\infty} f(t)\delta(t - n\Delta T)$$
* Each component of summation is an impulse weighted by the value of \( f(t) \) at the location of impulse

* The value \( f_k \) of an arbitrary sample in the sequence (Figure 4.5d) is computed by integration (strength of weighted impulse) at the point

\[
f_k = \int_{-\infty}^{\infty} f(t) \delta(t - k\Delta T) dt = f(k\Delta T)
\]

- Fourier transform of sampled functions
  - Let \( F(\mu) \) be the Fourier transform of continuous function \( f(t) \)
  - Corresponding sampled function \( \tilde{f}(t) \) is the product of \( f(t) \) and an impulse train
  - Fourier transform of product of two functions in spatial domain is convolution of the transforms of two functions in frequency domain
  - Fourier transform of sampled function is

\[
\tilde{F}(\mu) = F\{\tilde{f}(t)\} = F\{f(t)s_{\Delta T}(t)\} = F(\mu) \star S(\mu)
\]

\[
S(\mu) = \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} \delta\left(\mu - \frac{n}{\Delta T}\right)
\]

is the Fourier transform of the impulse train \( s_{\Delta T}(t) \)

- Convolution can be directly obtained as

\[
\tilde{F}(\mu) = F(\mu) \star S(\mu) = \int_{-\infty}^{\infty} F(\tau) S(\mu - \tau) d\tau = \frac{1}{\Delta T} \int_{-\infty}^{\infty} F(\tau) \sum_{n=-\infty}^{\infty} \delta\left(\mu - \tau - \frac{n}{\Delta T}\right) d\tau = \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} F(\tau) \delta\left(\mu - \tau - \frac{n}{\Delta T}\right) d\tau = \frac{1}{\Delta T} \sum_{n=-\infty}^{\infty} F\left(\mu - \frac{n}{\Delta T}\right)
\]

The final step follows from the sifting property of the impulse

- From above, Fourier transform \( \tilde{F}(\mu) \) of the sampled function \( \tilde{f}(t) \) is an infinite, periodic sequence of copies of \( F(\mu) \) which is the transform of the original continuous function
  * Separation between copies is given by \( 1/\Delta T \)
  * Even though \( \tilde{f}(t) \) is a sampled function, its transform \( \tilde{F}(\mu) \) is continuous because of copies of \( F(\mu) \) which is continuous

- Figure 4.6
  * Figure 4.6a – Sketch of Fourier transform \( F(\mu) \) of function \( f(t) \)
  * Figure 4.6b – The transform \( \tilde{F}(\mu) \) of the sampled function

- Sampling theorem
  - Band-limited function
* A function $f(t)$ whose Fourier transform is zero for frequencies outside a finite interval $[-\mu_{\text{max}}, \mu_{\text{max}}]$ about the origin

- Figure 4.7
* A lower value of $1/\Delta T$ would cause the periods in $\tilde{F}(\mu)$ to merge; a higher value would provide a clean separation between periods
- We can recover $f(t)$ from its sampled version if we can isolate a copy of $F(\mu)$ from the periodic sequence of copies of this function contained in $\tilde{F}(\mu)$, the transform of the sampled function $\tilde{f}(t)$
  * $\tilde{F}(\mu)$ is a continuous and periodic function with period $1/\Delta T$
  * The entire transform can be characterized by one complete period
  * Hence, we can recover $f(t)$ from that single period by using the inverse Fourier transform
- A single period equal to $F(\mu)$ can be extracted from $\tilde{F}(\mu)$ if the separation between copies is sufficient
  * Sufficient separation is guaranteed if $1/2\Delta T > \mu_{\text{max}}$, or
  \[
  \frac{1}{\Delta T} > 2\mu_{\text{max}}
  \]

**Theorem 1 (Sampling Theorem)** A continuous, band-limited function can be recovered completely from a set of its samples if the samples are acquired at a rate exceeding twice the highest frequency content of the function.
* Conversely, the maximum frequency that can be captured by sampling a signal at a rate $1/\Delta T$ is $\mu_{\text{max}} = 1/2\Delta T$, or Nyquist rate
* Sampling theorem specifies that sampling must exceed the Nyquist rate
- Figure 4.8 – procedure to recover $F(\mu)$ from $\tilde{F}(\mu)$ when a function is sampled at a rate higher than Nyquist rate
  \[
  H(\mu) = \begin{cases} 
  \Delta T & -\mu_{\text{max}} \leq \mu \leq \mu_{\text{max}} \\
  0 & \text{otherwise}
  \end{cases}
  \]
  * Isolate the period centered on the origin
  * Obtain $F(\mu)$ by
  \[
  F(\mu) = H(\mu) \tilde{F}(\mu)
  \]
  * Recover $f(t)$ using the inverse Fourier transform
  \[
  f(t) = \int_{-\infty}^{\infty} F(\mu) e^{j2\pi\mu t} d\mu
  \]
  * In theory, possible to recover a band-limited function from samples obtained at a rate exceeding twice the highest content of the function

- Aliasing
  - Phenomenon for one signal to masquerade as another
  * Digitized function described only by the values of its samples
  * Possible for two (or more) totally different continuous functions to coincide at the values of their samples
- Figure 4.9 – Two different sine functions sampled at the same rate
  * Continuous function with above property called aliased pair
  * May be indistinguishable after sampling
  * Occurs due to under-sampling
  * Minimum sampling rate required to avoid aliasing
- Figure 4.10 – Fourier transform of an under-sampled band-limited function
  * Periods of the Fourier overlap
  * Impossible to isolate a single period of the transform
Inverse transform yields a function that is different from the original

\( f_a(t) \) would be an aliased function containing frequency components not present in the original

- Band-limited functions introduce aliasing
  * Limit the duration of a band-limited function \( f(t) \) to a finite interval \([0, T]\) by
    
    \[
    h(t) = \begin{cases} 
    1 & 0 \leq t \leq T \\
    0 & \text{otherwise}
    \end{cases}
    \]

  * Transform of the product \( h(t)f(t) \) is the convolution of the transforms \( F(\mu) \) and \( H(\mu) \)
  * Even if \( F(\mu) \) is band-limited, convolving it with \( H(\mu) \) by sliding one function across the other yields results with frequency components extending to infinity in both directions
  * Hence, no function of finite duration can be band-limited
  * Conversely, a band-limited function must extend from \(-\infty\) to \(\infty\)

- Anti-aliasing
  * Reduce the effect of aliasing by smoothing or low-pass filtering
  * Performed before sampling the function
    - Aliasing is a sampling issue that cannot be undone through computational techniques

- Example 4.3: Aliasing
  * Figure 4.11
  * Pure sine wave of single frequency extending infinitely in both directions, given by \( f(t) = \sin(\pi t) \)
  * Function crosses the axis at \( t = 0, \pm 1, \pm 2, \ldots \)
  * \( f(t) \) is periodic with period \( P \) if \( f(t + P) = f(t) \) for all values of \( t \)
  * Period is the number of units of the independent variable taken by the function to complete one cycle
  * Frequency of the periodic function is the number of periods/cycles completed in one unit of independent variable; reciprocal of the period
  * Sampling rate is the number of samples per unit of the independent variable
  * Independent variable is time with units in seconds
  * Period \( P \) of \( \sin(\pi t) \) is 2s and its frequency is \( 1/P \) or 1/2 cycles/s
  * By sampling theorem, we can recover this signal from samples if the sampling rate exceeds twice the highest frequency of the signal, or 1 sample/s
    * The separation between samples \( \Delta T \) must be less than 1s
  * Sampling at exactly twice the frequency (1 sample/s) with samples at \( t = 0, \pm 1, \pm 2, \ldots \) results in \( \ldots, \sin(-\pi), \sin(0), \sin(\pi), \ldots \) which are all 0
  * Hence the need to sample at more than twice the highest frequency

### Fourier transform and frequency domain

- Extension of the transforms to two variables
  
  \[
  F(u, v) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-j2\pi(ux + vy)} \, dx \, dy
  \]
  
  \[
  f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(u, v) e^{j2\pi(ux + vy)} \, du \, dv
  \]

- Fourier transform of a discrete function of one variable \( f(x), x = 0, 1, 2, \ldots, M - 1 \) (discrete Fourier transform, or DFT)
  
  \[
  F(u) = \frac{1}{M} \sum_{x=0}^{M-1} f(x) e^{-j2\pi ux/M} \quad \text{for } u = 0, 1, 2, \ldots, M - 1
  \]
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- **Inverse DFT**

\[
f(x) = \sum_{u=0}^{M-1} F(u)e^{j2\pi ux/M} \quad \text{for } x = 0, 1, 2, \ldots, M - 1
\]

- By summing for all values of \(x\) for each value of \(u\), you get the complete Fourier transform

  * Approximately \(M^2\) summations and multiplications to compute the DFT
  * Like \(f(x)\), \(F(u)\) is discrete with same number of components as \(f(x)\)

- Finite values for digital domain ensure the existence of DFT and its inverse

- Concept of a frequency domain follows from Euler’s formula

\[
e^{j\theta} = \cos \theta + j \sin \theta
\]

- Substituting into the expression for \(F(u)\) and noting that \(\cos(-\theta) = \cos(\theta)\), we get

\[
F(u) = \frac{1}{M} \sum_{x=0}^{M-1} f(x)[\cos(2\pi ux/M) - j\sin(2\pi ux/M)]
\]

for \(u = 0, 1, 2, \ldots, M - 1\)

  * Each term in Fourier transform is composed of the sum of all values of the function \(f(x)\)
  * Values of \(f(x)\) are multiplied by sines and cosines of various frequencies
  * The domain of values of \(F(u)\) is called the frequency domain
    - \(u\) determines the frequency of the components of the transform
    - \(x\)’s are summed out and make the same contribution for each value of \(u\)
  * Each of the \(M\) terms of \(F(u)\) is called a frequency component of the transform
  * Frequency component and frequency domain are also referred to as time component and time domain

- Fourier transform as a “mathematical prism” to separate function into various components

  - **Fourier spectrum and phase angle**

    - \(F(u)\) can be expressed in polar coordinates

      \[
      F(u) = |F(u)|e^{-j\phi(u)}
      \]

    * Magnitude \(|F(u)| = [R^2(u) + I^2(u)]^{1/2}\) is called the Fourier (or frequency) spectrum
    * Phase angle \(\phi(u) = \tan^{-1}\left[\frac{I(u)}{R(u)}\right]\)
    * \(R(u)\) and \(I(u)\) are real and imaginary parts of \(F(u)\)

  - **Power spectrum**

    - Square of the Fourier spectrum

      \[
P(u) = |F(u)|^2 = R^2(u) + I^2(u)
      \]

    * Also referred to as spectral density

  - **Two-dimensional DFT and its inverse**

    - In 2D, DFT of an image \(f(x, y)\) of dimensions \(M \times N\) is given by

      \[
      F(u, v) = \frac{1}{MN} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x, y)e^{-j2\pi(ux/M + vy/N)}
      \]
The inverse Fourier transform is given by
\[ f(x,y) = \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} F(u,v) e^{i2\pi(ux/M+vy/N)} \]

Fourier spectrum, phase angle, and power spectrum are defined by
\[ |F(u,v)| = \left[ R^2(u,v) + I^2(u,v) \right]^{1/2} \]
\[ \phi(u,v) = \tan^{-1} \left( \frac{I(u,v)}{R(u,v)} \right) \]
\[ P(u,v) = |F(u,v)|^2 = R^2(u,v) + I^2(u,v) \]

Fourier transform of a real function is conjugate symmetric implying that the spectrum has even symmetry about the origin
\[ |F(u,v)| = |F(-u,-v)| \]

Phase angle has following odd symmetry about the origin
\[ \phi(u,v) = -\phi(-u,-v) \]

Common practice to multiply the input image by \((-1)^x+y\) before computing the Fourier transform

Due to properties of exponentials, we have the Fourier transform as
\[ \Im\{f(x,y)(-1)^{x+y}\} = F(u-M/2,v-N/2) \]

- The origin of the Fourier transform \(F(0,0)\) is located at \(u = M/2\) and \(v = N/2\), or center of the area occupied by 2D DFT
- This area of frequency domain is called frequency rectangle
- Guaranteed by requiring that \(M\) and \(N\) are even integers

At point \((0,0)\) we have
\[ F(0,0) = \frac{1}{MN} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} f(x,y) \]
which is the average of the entire image
- DC component of the spectrum

Figure 4-23
- White rectangle superimposed on a black background
- Image multiplied by \((-1)^{x+y}\) before computing Fourier transform to center the spectrum
- Separation of spectrum zeroes in \(u\)-direction is more than the separation of zeroes in \(v\)-direction due to size ratio of rectangle in the original image

- Filtering in the frequency domain
- Basic properties of frequency domain
  - Each term of \(F(u,v)\) contains all values of \(f(x,y)\) modified by the values of exponential terms
  - Not easy to make direct association between specific components of an image and its transform
  - Frequency is related to rate of change
    - Frequencies in Fourier transform can be associated with patterns of intensity variations in image
    - Slowest varying frequency component \((u = v = 0)\) corresponds to average gray level of image
    - As you move away from origin of transform, low frequencies correspond to slowly varying components of image
- Farther away from origin, you have higher frequencies corresponding to faster gray level changes
  * Fig 4-28
- Fourier spectrum shows prominent components along ±45° direction corresponding to sharp edges
- Off-axis vertical component of the transform corresponding to oxide protrusions

- Basics of filtering in frequency domain
  * Based on following steps
    1. Given an input image \( f(x, y) \) of size \( M \times N \), compute padding parameters as
       \[
       P = 2M \\
       Q = 2N
       \]
    2. Form a padded image \( f_p(x, y) \) of size \( P \times Q \) by appending the necessary number of zeros to \( f(x, y) \)
    3. Multiply \( f_p(x, y) \) by \((-1)^{x+y}\) to center the transform
    4. Compute DFT of the image \( F(u, v) \)
    5. Multiply \( F(u, v) \) by a filter function \( H(u, v) \)
       - \( H(u, v) \) is a symmetric function of size \( P \times Q \) with center at \((P/2, Q/2)\)
       - \( G(u, v) = H(u, v)F(u, v) \)
       - Multiplication of \( H \) and \( F \) is only between corresponding elements
    6. Compute inverse DFT of the result as
       \[
       g_p(x, y) = \mathcal{F}^{-1}[G(u, v)]
       \]
    7. Obtain the real part of the result
    8. Multiply the result by \((-1)^{x+y}\)
    9. Obtain the final processed results \( g(x, y) \) by extracting the \( M \times N \) region from the top, left quadrant of \( g_p(x, y) \)
  * Figure 4.35
  * Filter or filter transfer function
    - Suppresses certain frequencies in transform while leaving others unchanged
  * Zero-phase-shift filters
    - Each component of \( H \) multiplies both the real and imaginary part of \( F \)
    - Filters do not change the phase of the transform
  * Filtered image \( = \mathcal{F}^{-1}[G(u, v)] \)
    - Only retain the real part and multiply that by \((-1)^{x+y}\)
    - For real input image and real filter function, the imaginary components of inverse transform are all zero
  - In practice, imaginary components may not be zero due to round-off errors and should be ignored

- Some basic filters and their properties
  * Changing the average value of an image to zero
    - Make \( F(0, 0) \) as zero
      \[
      H(u, v) = \begin{cases} 
        0 & \text{if } (u, v) = (M/2, N/2) \\
        1 & \text{otherwise}
      \end{cases}
      \]
    - Filter is called notch filter; constant function with a hole/notch at the origin
    - Figure 4.29
    - Drop in overall gray level
    - Average cannot be zero because negative values cannot be handled; most negative is changed to zero with other values scaled up from that
    - Useful when it is possible to identify spatial image effects caused by specific, localized frequency domain components
  * Low frequencies depict smooth areas while high frequencies show edges and noise
• Image Enhancement in Frequency Domain

- Lowpass and highpass filters
- Adding a constant to image resulting from high-pass filter
- Figure 4.30

• Correspondence between filtering in spatial and frequency domains
  
  - Convolution theorem
    * Link between filtering in the spatial and frequency domains
    * Convolution based on the process of moving a mask over pixels to compute a predefined quantity
    * Discrete convolution of two functions \( f(x, y) \) and \( h(x, y) \) of size \( M \times N \) is defined by
      \[
      f(x, y) \star h(x, y) = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} f(m, n)h(x - m, y - n)
      \]
    * Function \( h \) is mirrored about the origin
    * Let \( F(u, v) \) and \( H(u, v) \) denote the Fourier transforms of \( f(x, y) \) and \( h(x, y) \), respectively
    * \( f(x, y) \star h(x, y) \) and \( F(u, v)H(u, v) \) constitute a Fourier transform pair, or formally
      \[
      f(x, y) \star h(x, y) \Leftrightarrow F(u, v)H(u, v)
      \]
    * Analogous result states that convolution in frequency domain reduces to multiplication in the spatial domain, and vice versa
      \[
      f(x, y)h(x, y) \Leftrightarrow F(u, v) \star H(u, v)
      \]
    * The two equivalences constitute the convolution theorem
  
  - Given a filter \( H(u, v) \), suppose we want to find its equivalent representation in spatial domain
    * Let \( f(x, y) = \delta(x, y) \) implying that \( F(u, v) = 1 \)
    * The filtered output is \( \mathcal{F}^{-1}\{H(u, v)\} \), or inverse trasform of frequency domain filter, or corresponding filter in the spatial domain
    * Conversely, given a spatial filter, we get its frequency domain representation by taking the Fourier transform
    * The two filters form a Fourier pair as
      \[
      h(x, y) \Leftrightarrow H(u, v)
      \]
    * \( h(x, y) \) can be obtained from the response of a frequency domain filter to an impulse; it may be referred to as the impulse response of \( H(u, v) \)
    * Since all quantities in the discrete filter are finite, it is also called a finite impulse response filter
  
  - Impulse function of strength \( A \) located at \((x_0, y_0)\) is denoted by \( A\delta(x - x_0, y - y_0) \) and is defined by
    \[
    \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} s(x, y)A\delta(x - x_0, y - y_0) = As(x_0, y_0)
    \]
    * Summation of a function \( s(x, y) \) multiplied by an impulse is simply the value of the function at the location of the impulse, multiplied by the strength of the impulse
    * Limits of the summation are the same as the limits spanned by the function
    * \( A\delta(x - x_0, y - y_0) \) is also an image of size \( M \times N \)
      * Image composed of all zeroes except at \((x_0, y_0)\) where the value of image is \( A \)
    * Sifting property of the impulse function
      * Let either \( f \) or \( h \) in the definition of discrete convolution be an impulse function
      * Convolution of a function with an impulse copies the value of that function to the location of the impulse
      * Unit impulse located at the origin is denoted \( \delta(x, y) \)
        \[
        \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} s(x, y)\delta(x, y) = s(0, 0)
        \]
Tie between filtering in spatial and frequency domains

* Fourier transform of unit impulse at the origin

\[
F(u, v) = \frac{1}{MN} \sum_{x=0}^{M-1} \sum_{y=0}^{N-1} \delta(x, y)e^{-j2\pi(ux/M + vy/N)}
\]

\[
= \frac{1}{MN}
\]

* Since there is no exponent component, the Fourier transform of an impulse at the origin is a real constant, with phase angle 0
* Impulse located at a point other than origin has complex component
* Magnitude of non-origin impulse is the same, with the translation reflected in nonzero phase angle

Let \( f(x, y) = \delta(x, y) \) and carry out the discrete convolution

* Again, \( \delta(x, y) \) is the unit impulse at the origin
* We have

\[
f(x, y) * h(x, y) = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \delta(m, n)h(x - m, y - n)
\]

\[
= \frac{1}{MN} h(x, y)
\]

since the summation variables are \( m \) and \( n \)
* Furthermore

\[
f(x, y) \ast h(x, y) \iff F(u, v)H(u, v)
\]

\[
\delta(x, y) \ast h(x, y) \iff \Im[\delta(x, y)]H(u, v)
\]

\[h(x, y) \iff H(u, v)\]

Implications

* Filters in the spatial and frequency domains constitute a Fourier transform pair

All functions discussed above are the same size \( M \times N \)

* Filtering in the frequency domain does not help from computational standpoint
* Smaller filters in spatial domain
* Filtering more intuitive in frequency domain
* Fourier transform and its inverse are linear processes

Filters based on Gaussian functions

* Shape of the function is easily specified
* Both forward and inverse Fourier transforms of a Gaussian function are real Gaussian functions
* 1D Gaussian filter function in frequency domain \( H(u) \)

\[
H(u) = Ae^{-u^2/2\sigma^2}
\]

where \( \sigma \) is the standard deviation of the Gaussian curve
* Corresponding filter in spatial domain (from the inverse Fourier transform of \( H(u) \))

\[
h(x) = \sqrt{2\pi\sigma}Ae^{-2\pi^2\sigma^2x^2}
\]

Important observations

1. Both components of Fourier transform pair are Gaussian and real
2. Functions behave reciprocally with respect to one another
- When $H(u)$ has a broad profile (large value of $\sigma$), $h(x)$ has a narrow profile, and vice versa
- As $\sigma$ approaches infinity, $H(u)$ tends towards a constant function and $h(x)$ tends towards an impulse

* Fig 4-36

- Positive values of $H$ and $h$ in both frequency and spatial domains for low pass filter (4.36a and 4.36c)
- Lowpass filtering can be implemented using a mask with all positive coefficients
- Narrow frequency domain filter attenuates lower frequencies implying a wider filter in the spatial domain
- Complex filters, or a highpass filter as a difference of Gaussians
- In frequency domain (4.36b)
  \[ H(u) = Ae^{-u^2/2\sigma_1^2} - Be^{-u^2/2\sigma_2^2} \]
  where $A \geq B$ and $\sigma_1 > \sigma_2$
- Corresponding filter in spatial domain (4.09d)
  \[ h(x) = \sqrt{2\pi\sigma_1}A^{-2\pi^2\sigma_1^2 x^2} - \sqrt{2\pi\sigma_2}B^{-2\pi^2\sigma_2^2 x^2} \]
  - Now the spatial filter has both negative and positive values and once the values turn negative, they never turn positive again (moving away from center in 4.36d)

- Computational complexity

### Smoothing frequency-domain filters

- Noise and sharp transitions are the high-frequency component
- Remove noise by attenuating the specified range of high frequency components
- Basic model of filtering in frequency domain
  \[ G(u,v) = H(u,v)F(u,v) \]
- Basic problem to determine the filter $H(u,v)$
- Ideal lowpass filters
  - Cut off all high frequency components of the Fourier transform that are at a distance greater than a specified distance $D_0$ from the origin
  - Called 2D ideal lowpass filter (ILPF) with transfer function
    \[ H(u,v) = \begin{cases} 
    1 & \text{if } D(u,v) \leq D_0 \\
    0 & \text{otherwise}
    \end{cases} \]
    where $D_0$ is a specified nonnegative quantity, and $D(u,v)$ is the distance from point $(u,v)$ to the center of the frequency rectangle
  - Distance is taken to be Euclidean distance
    \[ D(u,v) = \sqrt{(u - P/2)^2 + (v - Q/2)^2} \]
    $P$ and $Q$ are the dimensions of the padded $M \times N$ image
  - Figure 4-39
    - All frequencies inside the circle of radius $D_0$ are passed with no attenuation
    - Radially symmetric filter
  - Cutoff frequency
    - Point of transition between $H(u,v) = 0$ and $H(u,v) = 1$
    - Not realizable through electronic components but ok in computers
Nonphysical filter

- Computing cutoff frequency
  * Compute circles that enclose specified amounts of total image power \( P_T \)
  * Obtained by summation of components of power spectrum at each point as
    \[
    P_T = \sum_{u=0}^{P-1} \sum_{v=0}^{Q-1} P(u, v)
    \]

- Power spectrum at a point is given by
  \[
  P(u, v) = R^2(u, v) + I^2(u, v)
  \]

- If transform is centered, a circle of radius \( r \) with origin at the center of the frequency rectangle encloses \( \alpha \) percent of the power
  \[
  \alpha = 100 \left( \frac{\sum u \sum v P(u, v)}{P_T} \right)
  \]
  with summation taken over the points that lie inside the circle

- Figure 4-40: Circles of radius on power spectrum
- Figure 4-41: Applying ideal lowpass filters with cutoff frequencies from Figure 4-40
  - Ringing phenomenon in filtered images with smaller radius

- Ringing and blurring properties of ILPF
  * Using convolution theorem, Fourier transform of original image \( f(x, y) \) and blurred image \( g(x, y) \) are related in frequency domain by
    \[
    G(u, v) = H(u, v)F(u, v)
    \]
  * Corresponding process in spatial domain is given by
    \[
    g(x, y) = h(x, y) \star f(x, y)
    \]
  * Since the cross-section of the ILPF in the frequency domain looks like a box filter, the cross-section of the corresponding spatial filter has the shape of a sinc function
  * Figure 4-42a: ILPF of radius 5; the spatial filter function is shown in 4-42b
  * Filter \( h(x, y) \) has a dominant component at the origin and concentric, circular components about the center component
  * Center component is responsible for blurring
  * Concentric components are responsible for ringing characteristics of ideal filters
  * Radius of center component and number of circles per unit distance from the origin are inversely proportional to the value of cutoff frequency of ideal filter
  * Filtered image can have negative values, and may require scaling

- Gaussian lowpass filters
  * Gaussian lowpass filter (GLPF) in two dimensions is given by
    \[
    H(u, v) = e^{-D^2(u,v)/2\sigma^2}
    \]
  * \( D(u, v) \) is the distance from the origin (center of image)
  * \( \sigma \) is a measure of spread of Gaussian curve
  * If \( \sigma = D_0 \) (cutoff frequency), the filter can be expressed as
    \[
    H(u, v) = e^{-D^2(u,v)/2D_0^2}
    \]

- Figure 4-43
When \( D(u, v) = D_0 \), the filter is down to 0.607 of its maximum value

- Observations
  - Inverse Fourier transform of a Gaussian lowpass filter is also Gaussian
  - A spatial Gaussian filter, obtained by computing the inverse Fourier transform, will have no ringing
- Figure 4-44
  - Not as much smoothing as BLPF of order 2 but no ringing either
  - This is because the profile of GLPF is not as tight as that of BLPF

- Butterworth lowpass filters
  - Transfer function of a Butterworth lowpass filter (BLPF) of order \( n \) with cutoff frequency \( D_0 \) from the origin is defined as
    \[
    H(u, v) = \frac{1}{1 + |D(u, v)/D_0|^{2n}}
    \]
- Figure 4-45
  - BLPF does not have a sharp discontinuity like ILPF
  - In the above equation, \( H(u, v) = 0.5 \) when \( D(u, v) = D_0 \)
- Figure 4-46: Application of BLPF
  - Ringing observed in filters of higher order but not when \( n = 1 \) or 2
    - Figure 4-47 – comparison between the spatial representations of BLPFs of various orders, using a cutoff frequency of 5 in all cases

- Additional examples of lowpass filtering
  - Figure 4-48
    - Optical character recognition
    - Repair broken characters using GLPF
  - Figure 4-49 – Cosmetic processing (reduction of fine skin around eyes
  - Figure 4-50 – Remote sensing
    - Remove scan lines due to sensor artifacts along the direction of scan
    - Blurring to simplify analysis

Sharpening frequency domain filters

- Image sharpening achieved by highpass filtering process
  - Attenuates the low frequency components without disturbing the high frequency information in Fourier transform
  - Radially symmetric zero phase-shift filters
  - Reverse of lowpass filter
    \[
    H_{hp}(u, v) = 1 - H_{lp}(u, v)
    \]
  - Figure 4-51 – ideal, Butterworth, and Gaussian highpass filters
  - Figure 4-52 – Spatial representations

- Ideal highpass filters
  - A 2D ideal highpass filter (IHPF) is defined as
    \[
    H(u, v) = \begin{cases} 
    0 & \text{if } D(u, v) \leq D_0 \\
    1 & \text{otherwise}
    \end{cases}
    \]
  where \( D_0 \) is a specified nonnegative quantity (cutoff frequency), and \( D(u, v) \) is the distance from point \((u, v)\) to the center of the frequency rectangle
– Just like ILPF, IHPF is not physically realizable
– Ringing problem persists due to the same reason as in ILPF
– Figure 4-53
  * Ringing in Figure 4-53a is so severe that it produces distorted and thickened object boundaries

• Butterworth highpass filters
  – Transfer function of a Butterworth highpass filter (BHPF) of order \( n \) with cutoff frequency \( D_0 \) from the origin is defined as
    \[
    H(u, v) = \frac{1}{1 + [D_0/D(u,v)]^{2n}}
    \]
  – Figure 4-53 (Right column)
  – Boundaries are much less distorted compared to IHPF, even for the smallest value of the cutoff frequency

• Gaussian highpass filters
  – Gaussian highpass filter (GHPF) in two dimensions is given by
    \[
    H(u, v) = 1 - e^{-D^2(u,v)/2D_0^2}
    \]
  – Figure 4-53 (middle column)
  – Figure 4-55 (thumbprint analysis)

• Laplacian in frequency domain
  – It can be shown that Laplacian can be implemented in frequency domain using the filter
    \[
    H(u, v) = -4\pi^2(u^2 + v^2)
    \]
  – With respect to the center of frequency rectangle
    \[
    H(u, v) = -4\pi^2[(u - P/2)^2 + (v - Q/2)^2]
    \]
  – Assume that the origin of \( F(u, v) \) is centered by performing the operation \( f(x, y)(-1)^{x+y} \) before taking the transform
  – Laplacian filtered image in spatial domain is obtained by computing the inverse Fourier transform of \( H(u, v)F(u, v) \) as
    \[
    \nabla^2 f(x, y) = \Im^{-1}\{H(u, v)F(u, v)\}
    \]
  – Conversely, we can apply convolution theorem to get the Fourier transform pair notation
    \[
    \nabla^2 f(x, y) \Leftrightarrow -((u - M/2)^2 + (v - N/2)^2)F(u, v)
    \]
  – Interesting properties of spatial domain Laplacian filter by taking the inverse Fourier transform of \( H(u, v) \) defined above
    * Figure 4-56
  – Subtracting the Laplacian from the original image gives you the enhanced image
    \[
    g(x, y) = f(x, y) + \nabla^2 f(x, y)
    \]
  – The filter can be combined into one operation as
    \[
    H(u, v) = 1 + ((u - M/2)^2 + (v - N/2)^2)\]
The enhanced image is obtained with a single transform by
$$
g(x, y) = \mathcal{F}^{-1} \left( 1 + \left( (u - M/2)^2 + (v - N/2)^2 \right) F(u, v) \right)
$$

- Unsharp masking, high-boost filtering and high-frequency emphasis filtering
  - The mask for unsharp masking in frequency domain is given by
    $$
g_{\text{mask}}(x, y) = f(x, y) - f_{\text{LP}}(x, y)
    $$
    where
    $$
f_{\text{LP}}(x, y) = \mathcal{F}^{-1} \left[ H_{\text{lp}}(u, v) F(u, v) \right]
    $$
    
    * $H_{\text{LP}}(u, v)$ is a lowpass filter
    * $F(u, v)$ is the Fourier transform of $f(x, y)$
    * $f_{\text{LP}}(x, y)$ is smoothed image version of $\bar{f}(x, y)$
    - We have
      $$
g(x, y) = f(x, y) + k \times g_{\text{mask}}(x, y)
      $$
      * We have unsharp masking when $k = 1$ and highboost filtering if $k > 1$
    - High-boost filtering
      * Increase the contribution of the original image to overall filtered result
      * You can also write highboost filtering as
        $$
f_{\text{hb}}(x, y) = (A - 1) f(x, y) + f(x, y) - f_{\text{lp}}(x, y)
        $$
        $$
        = (A - 1) f(x, y) + f_{\text{hp}}(x, y)
        $$
        * For $A = 1$, high-boost filtering reduces to highpass filtering
        * For $A >> 1$, image contribution becomes more dominant
        * Also make sure that you normalize the result back by dividing the coefficients by $A$
    - Fourier domain
      * $F_{\text{hp}}(u, v) = F(u, v) - F_{\text{lp}}(u, v)$
      * $F_{\text{lp}}(u, v) = H_{\text{lp}}(u, v) F(u, v)$
      * The composite filter in frequency domain is
        $$
        H_{\text{hp}}(u, v) = 1 - H_{\text{lp}}(u, v)
        $$
      * High-boost filtering in frequency domain is
        $$
        H_{\text{hb}}(u, v) = (A - 1) + H_{\text{hp}}(u, v)
        $$
    - High-frequency emphasis
      * Multiply highpass filter by a constant and add an offset so that the DC term is not eliminated by the filter
      * Transfer function given by
        $$
        H_{\text{hfe}}(u, v) = a + b H_{\text{hp}}(u, v)
        $$
        where $a \geq 0$ and $b > a$
      * Reduces to high-boost filtering when $a = (A - 1)$ and $b = 1$
      * When $b > 1$, high frequencies are emphasized
      * Figure 4-57c