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#### Abstract

Recently the study and construction of quad/triangle subdivision schemes have attracted attention. The quad/triangle subdivision starts with a control net consisting of both quads and triangles and produces finer and finer meshes with quads and triangles. The use of the quad/triangle structure for surface design is motivated by the fact that in CAD modelling, the designers often want to model certain regions with quad meshes and others with triangle meshes to get better visual quality of subdivision surfaces. Though the smoothness analysis tool for regular quad/triangle vertices has been established and $C^{1}$ and $C^{2}$ quad/triangle schemes (for regular vertices) have been constructed, there is no interpolatory quad/triangle schemes available in the literature. The problem for this is probably that since the template sizes of the local averaging rules of interpolatory schemes for either quad subdivision or triangle subdivision are big, an interpolatory quad/triangle scheme will have large sizes of local averaging rule templates. In this paper we consider matrix-valued interpolatory quad/triangle schemes.

In this paper, first we show that both scalar-valued and matrix-valued quad/triangle subdivision scheme can be derived from a nonhomogeneous refinement equation. This observation enables us to treat polynomial reproduction of scalar-valued and matrix-valued quad/triangle schemes in a uniform way. Then, with the result on the polynomial reproduction of matrix-valued quad/triangle schemes provided in our accompanying paper, we obtain in this paper a smoothness estimate for matrixvalued quad/triangle schemes, which extends the smoothness analysis of LevinLevin from the scalar-valued setting to the matrix-valued setting. Finally, with this smoothness estimate established in this paper, we construct $C^{1}$ matrix-valued interpolatory quad/triangle scheme (for regular vertices) with the same sizes of local averaging rule templates as those of Stam-Loop's quad/triangle scheme. We also obtain $C^{2}$ matrix-valued interpolatory quad/triangle scheme (for regular vertices) with reasonable sizes of local averaging rule templates.
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## 1 Introduction

Subdivision is a useful efficient algorithm to generate smooth surfaces in the computer aided geometric design. Starting from a control net, a subdivision scheme generates finer and finer meshes that eventually converge to the desirable limiting surface. Conventionally the quadrilateral (quad) subdivision and the triangle subdivision are used for surface subdivision. A quad subdivision starts with a (non-planar) quad control mesh (net) and generates refined meshes consisting of all quads, while a triangle subdivision is based on a triangle control mesh and generates finer and finer meshes consisting of all triangles. For example, Catmull-Clark's scheme [3] and Loop's scheme [29] are the two most commonly used schemes for subdivision. However, the former is for the quad mesh only, while the latter is for the triangle mesh only. But in many applications, it is desirable to have surfaces that have a hybrid quad/triangle net structure so that the surface generated has better visual quality, see e.g. [35] for detailed discussion on this issue. Therefore, the study of the quad/triangle subdivision, whose control net and refined meshes consist of both quads and triangles, has attracted much attention.

Quad/triangle subdivision is first considered in [30]. [35] designs a $C^{1}$ quad/triangle scheme, and later, [34] and [26] each provide a $C^{2}$ scheme for regular quad/triangle vertices. In all these papers, Catmull-Clark's scheme is used for quad vertices (vertices entirely surrounded by quads) and Loop's scheme is used for triangle vertices (vertices entirely surrounded by triangles) far away from quad/triangle vertices (vertices surrounded by both quad(s) and triangle(s)). In [31], the scheme derived from a 4 directional box-spline is used for quad vertices. Polynomial reproduction and the smoothness of quad/triangle schemes are studied in [25] and [26] resp.


Figure 1: quad/triangle mesh (left) and refined quad/triangle mesh (right)
A subdivision algorithm for a regular quad/triangle vertex, a vertex surrounded by 2 adjacent quads and 3 adjacent triangles, can be represented in the parametric plane as that for the origin of the mesh in the left picture of Fig. 1, where all vertices on the $y$-axis are regular quad/trangle vertices. During the quad/triangle subdivision, "odd"
vertices (denoted as o in the right picture of Fig. 1) are inserted among the "even" vertices (denoted as $\bullet$ ), and then, they are connected appropriately such that each quad and triangle in the coarser mesh are split into 4 quads and 4 triangles in the finer mesh, see the right picture of Fig. 1. If the positions of "even" vertices are not changed during the subdivision process, then the subdivision scheme is called an interpolatory scheme. Otherwise, it is called an approximation scheme. The exact positions of the "odd" and "even" vertices in the finer mesh are given by the local averaging rule.

All the quad/triangle schemes available in the literature are approximating schemes. To construct an interpolatory quad/triangle scheme, one first needs to choose one interpolatory scheme for quad vertices and choose other interpolatory scheme for triangle vertices. Kobbelt's scheme in [17] and the butterfly scheme in [14] are probably the potential interpolatory schemes for quad vertices and for triangle vertices respectively. The problem is that these schemes are $C^{1}$ only, which implies that any Kobbelt-butterflyscheme based interpolatory quad/triangle scheme is at most $C^{1}$. In addition, since both Kobbelt's scheme and the butterfly scheme (in particular the former) have big templates, a Kobbelt-butterfly-scheme based interpolatory quad/triangle scheme also has large sizes of templates.

Recently, vector (matrix-valued) subdivision for surface design is studied in [4]-[7], [15]. Matrix-valued subdivision is associated with a refinement equation

$$
\begin{equation*}
\phi(\mathbf{x})=\sum_{\mathbf{k} \in \mathbf{Z}^{2}} G_{\mathbf{k}} \boldsymbol{\phi}(2 \mathbf{x}-\mathbf{k}), \quad \mathbf{x} \in \mathbb{R}^{2} \tag{1.1}
\end{equation*}
$$

where $G_{\mathbf{k}}$ are $r \times r$ matrices with finitely many $G_{\mathbf{k}} \neq \mathbf{0}$, and $\boldsymbol{\phi}=\left[\phi_{0}, \cdots, \phi_{r-1}\right]^{T}$. In this paper for the purpose of simple presentation, we assume $r=2$. Here we assume $\phi$ (from now on it has two components) satisfies the partition unity property

$$
\begin{equation*}
\mathbf{y}_{0} \sum_{\mathbf{k}} \phi(\mathbf{x}-\mathbf{k})=1, \quad \mathbf{x} \in \mathbb{R}^{2}, \tag{1.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{y}_{0}=[1,0] . \tag{1.3}
\end{equation*}
$$

When the matrix-valued refinement equation (1.1) is applied to surface subdivisions, the local averaging rule for either the quad subdivision or triangle subdivision is

$$
\begin{equation*}
\mathbf{v}_{\mathbf{k}}^{\ell+1}=\sum_{\mathbf{j}} \mathbf{v}_{\mathbf{j}}^{\ell} G_{\mathbf{k}-2 \mathbf{j}}, \quad \ell=0,1, \cdots, \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{v}_{\mathbf{k}}^{\ell}=:\left[v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}\right] \tag{1.5}
\end{equation*}
$$

are "row-vectors" with 2 components of points $v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}$ in $\mathbb{R}^{3}, 3 \times 1$ vectors. With $\boldsymbol{\phi}$ satisfying (1.2), as in [5, 6, 7], we may use the first components $v_{\mathbf{k}}^{\ell}$ of $\mathbf{v}_{\mathbf{k}}^{\ell}$ to denote the vertices of the subdivision meshes generated after $\ell$ steps of iterations, with $v_{\mathbf{k}}^{0}$ being the initial vertices on the control net. The other components $s_{\mathbf{k}}^{0}$ of $\mathbf{v}_{\mathbf{k}}^{0}$, can be used to control the surface geometric shape. In [5], the scheme is said to be interpolatory if $v_{2 \mathbf{k}}^{\ell+1}=v_{\mathbf{k}}^{\ell}$, namely, the vertices on the coarse mesh remain in the refined mesh. With
this definition of interpolatory, $C^{2}$ interpolatory quad subdivision schemes (for regular vertices) with the matrix-valued templates having the same sizes as those of CatmullClark's scheme and $C^{2}$ interpolatory triangle subdivision schemes (for regular vertices) with the matrix-valued templates having the same sizes as those of Loop's scheme are constructed in [5]. For example, with templates in Figs. 2 and 3, where


Figure 2: Matrix-valued templates of quad subdivision scheme for "even" vertices (left) and "odd" vertices (right)


Figure 3: Matrix-valued templates of triangle subdivision scheme for "even" vertices (left) and "odd" vertices (right)

$$
\begin{align*}
& R=\left[\begin{array}{cc}
1, & -\frac{129}{64} \\
0, & -\frac{43}{128}
\end{array}\right], J=\left[\begin{array}{cc}
\frac{3}{8}, & 0 \\
-\frac{11}{128}, & \frac{17}{128}
\end{array}\right], K=\left[\begin{array}{cc}
\frac{1}{4}, & 0 \\
-\frac{1}{16}, & \frac{1}{16}
\end{array}\right], \\
& L=\left[\begin{array}{cc}
0, & \frac{99}{256} \\
0, & -\frac{33}{256}
\end{array}\right], M=\left[\begin{array}{cc}
\frac{1}{16}, & 0 \\
-\frac{5}{256}, & -\frac{1}{256}
\end{array}\right], N=\left[\begin{array}{cc}
0, & \frac{15}{128} \\
0, & -\frac{9}{256}
\end{array}\right], \tag{1.6}
\end{align*}
$$

and

$$
P=\left[\begin{array}{cc}
1, & -\frac{435}{256}  \tag{1.7}\\
0, & -\frac{91}{256}
\end{array}\right], B=\left[\begin{array}{cc}
\frac{3}{8}, & 0 \\
-\frac{47}{512}, & \frac{69}{512}
\end{array}\right], C=\left[\begin{array}{cc}
\frac{1}{8}, & 0 \\
-\frac{17}{512}, & -\frac{5}{512}
\end{array}\right], D=\left[\begin{array}{cc}
0, & \frac{145}{512} \\
0, & -\frac{45}{512}
\end{array}\right]
$$

one has an interpolatory quad scheme and an interpolatory triangle scheme with the associated refinable function vectors in $C^{2}$, see [5] (the matrices in (1.6) are slightly different from those in [5] by left and right multiplications of the matrix $\operatorname{diag}(1,-1))$.

Thus we should design interpolatory quad/triangle schemes based on these two interpolatory schemes. To construct/design $C^{1}$ and $C^{2}$ interpolatory quad/triangle schemes with matrix-valued templates, we need to generalize the smoothness estimate
for quad/triangle schemes in [26] from the scalar-valued setting to the matrix-valued setting. For the smoothness analysis, one of key issues is about the polynomial reproduction of subdivision schemes. As shown in [25], the problem on the polynomial reproduction of a quad/triangle scheme is more complicated than a conventional quad or triangle scheme. On the other hand, the polynomial reproduction of a (conventional) matrix-valued scheme is more complicated than a scalar-valued scheme and there are many papers on this topic, see e.g. [16, 32, 1, 2, 23, 18]. Therefore, the study of polynomial reproduction of matrix-valued quad/triangle schemes is not a straightforward generalization of that of scalar-valued quad/triangle schemes or conventional matrixvalued schemes.

In our study of quad/triagle schemes, we find that these schemes are associated with the so-called nonhomogeneous refinement equations of the form

$$
\begin{equation*}
\phi(\mathbf{x})=\sum_{\mathbf{k} \in \mathbf{Z}^{2}} A_{\mathbf{k}} \boldsymbol{\phi}(2 \mathbf{x}-\mathbf{k})+N_{0}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{2} \tag{1.8}
\end{equation*}
$$

where $\boldsymbol{\phi}=\left[\phi_{0}, \phi_{1}, \cdots, \phi_{r^{\prime}-1}\right]^{T}$ for some $r^{\prime}$ is also called the refinable function vector, and $N_{0}(\mathbf{x})$ is called the nonhomogeneous term. The nonhomogeneous refinement equation is generalized from their homogeneous counterpart, and it is motivated by the construction of multiwavelets to obtain multi-channel filters with good time-frequency localization and the construction of wavelets on a finite interval (see [36] and [8]). It has been studied by many researchers, see e.g. [12], [37], [13], [19], [20], [27], [28], [38] and [39]. In this paper we show that a quad/triangle subdivision scheme with either scalar-valued templates or matrix-valued templates can be derived from a nonhomogeneous refinement equation. Therefore, the polynomial reproduction of either a scalar-valued or a matrixvalued quad/triangle scheme can be treated in a uniform way. Considering the length of this paper, the detailed discussion on the polynomial reproduction of matrix-valued quad/triangle schemes is presented in our accompanying paper [24], where some related issues such as the analytical expression of the limiting surface are also addressed.

The rest of this paper is organized as following. In Section 2, firstly, we show that a quad/triangle scheme can be derived from a nonhomogeneous refinement equation. After that we recall some results on the polynomial reproduction obtained in [24]. In Section 3, we study the smoothness of matrix-valued quad/triangle schemes. Finally, in Section 4, we use the our smoothness estimate to construct $C^{1}$ and $C^{2}$ matrix-valued interpolatory quad/triangle schemes (for regular vertices), and then, apply these schemes for surface design.

In this paper we use the following notations. We use $\Gamma_{1}$ and $\Gamma_{2}$ to denote the subsets of $\mathbb{Z}^{2}$ :

$$
\begin{align*}
& \Gamma_{1}:=\left\{\mathbf{n}=\left(n_{1}, n_{2}\right): n_{1} \leq-2, n_{1}, n_{2} \in \mathbb{Z}\right\}, \\
& \Gamma_{2}:=\left\{\mathbf{m}=\left(m_{1}, m_{2}\right): m_{1} \geq 2, m_{1}, m_{2} \in \mathbb{Z}\right\} . \tag{1.9}
\end{align*}
$$

For $\mathbf{m}=\left(m_{1}, m_{2}\right) \in \mathbb{Z}^{2}$, denote

$$
\widetilde{\mathbf{m}}:= \begin{cases}\mathbf{m}, & \text { if } m_{1} \text { is even }  \tag{1.10}\\ \left(m_{1}, m_{2}-\frac{1}{2}\right), & \text { if } m_{1} \text { is odd. }\end{cases}
$$

In the following, a Greek letter such as $\alpha$ denotes a multi-index $\alpha:=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}_{+}^{2}$. For $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$, let $|\alpha|:=\alpha_{1}+\alpha_{2}$.

## 2 Nonhomogeneous refinement equation, quad/triangle schemes and polynomial reproduction

In this section, first, we show that a quad/triangle scheme can be derived from a nonhomogeneous refinement equation. After that we recall the result on the polynomial reproduction obtained in [24].

### 2.1 Nonhomogeneous refinement equation and quad/triangle schemes

In this subsection, we show that either a scalar-valued or matrix-valued quad/triangular scheme can be derived from a nonhomogeneous refinement equation. For simplicity, let us focus on scalar-valued quad/triangle schemes.

Let $S(\mathbf{x})$ and $T(\mathbf{x})$ be compactly supported functions refinable (with dilation $2 I_{2}$ ) along lattice $\mathbb{Z}^{2}$ and $\{(2 j, k): j, k \in \mathbb{Z}\} \cup\left\{\left(2 j+1, k+\frac{1}{2}\right): j, k \in \mathbb{Z}\right\}$ shown on the left and the right of Fig. 4 resp., namely, $S(\mathbf{x})$ and $T(\mathbf{x})$ satisfy

$$
\begin{align*}
& S(\mathbf{x})=\sum_{\mathbf{k} \in \mathbf{Z}^{2}} q_{\mathbf{k}} S(2 \mathbf{x}-\mathbf{k}), \quad \mathbf{x} \in \mathbb{R}^{2}  \tag{2.1}\\
& T(\mathbf{x})=\sum_{\mathbf{k} \in \mathbf{Z}^{2}} p_{\mathbf{k}} T(2 \mathbf{x}-\widetilde{\mathbf{k}}), \quad \mathbf{x} \in \mathbb{R}^{2} \tag{2.2}
\end{align*}
$$

for constants $q_{\mathbf{k}}, p_{\mathbf{k}}$ with finitely many nonzero, where for $\mathbf{k} \in \mathbb{Z}^{2}, \widetilde{\mathbf{k}}$ is defined in (1.10). For simplicity of presentation of the paper, we assume that $S(\mathbf{x})$ is supported on a neighborhood of the origin consisting of 2-ring quads (the shadowed region on the left of Fig. 4) and $T(\mathbf{x})$ is supported on a neighborhood of the origin consisting of 2-ring triangles (the shadowed region on the right of Fig. 4).


Figure 4: quad grid (left) and triangle grid (right)
As mentioned in §1, a triangle/quad subdivision algorithm for a regular quad/triangle vertex can be represented in the parametric plane with the mesh in the left picture of Fig. 1. Suppose mask $\left\{q_{\mathbf{k}}\right\}_{\mathbf{k}}$ is used for quad vertices on the left but far from the y axis, and $\left\{p_{\mathbf{k}}\right\}_{\mathbf{k}}$ is used for triangle vertices on the right but far from the y-axis. Let $\varphi(\mathbf{x}), f(\mathbf{x})$ and $g(\mathbf{x})$ be compactly supported functions with $\operatorname{supp}(\varphi) \subset[-2,2] \times \mathbb{R}$,
$\operatorname{supp}(f) \subset[-3,1] \times \mathbb{R}, \operatorname{supp}(g) \subset[-1,3] \times \mathbb{R}$. We consider such $\varphi(\mathbf{x}), f(\mathbf{x}), g(\mathbf{x})$ that they, together with $S(\mathbf{x}), T(\mathbf{x})$, generate a sequence of nested spaces of functions. More precisely, let

$$
\begin{align*}
V_{0}:= & \{\varphi(x, y-k), f(x, y-k), g(x, y-k), S(\mathbf{x}-\mathbf{n}), T(\mathbf{x}-\widetilde{\mathbf{m}}): \\
& \left.k \in \mathbb{Z}, \mathbf{n} \in \Gamma_{1}, \mathbf{m} \in \Gamma_{2}\right\}, \tag{2.3}
\end{align*}
$$

and $V_{\ell}:=\left\{F(\mathbf{x}): F\left(\frac{\mathbf{x}}{2^{\ell}}\right) \in V_{0}\right\}$. To assure that $\left\{V_{\ell}\right\}_{\ell}$ is nested, that is $V_{0} \subset V_{1} \subset V_{2} \subset$ $\cdots, \varphi, f, g$ satisfy the following refinement relation:

$$
\begin{align*}
& \varphi(\mathbf{x})=\sum_{k \in \mathbf{Z}} a_{0, k} \varphi(2 x, 2 y-k)+\sum_{k \in \mathbf{Z}} a_{1, k} g(2 x, 2 y-k)+  \tag{2.4}\\
& \sum_{k \in \mathbf{Z}} a_{-1, k} f(2 x, 2 y-k)+\sum_{\mathbf{n} \in \Gamma_{1}} a_{\mathbf{n}} S(2 \mathbf{x}-\mathbf{n})+\sum_{\mathbf{m} \in \Gamma_{2}} a_{\mathbf{m}} T(2 \mathbf{x}-\widetilde{\mathbf{m}}), \\
& f(\mathbf{x})= \sum_{k \in \mathbf{Z}} b_{0, k} \varphi(2 x, 2 y-k)+\sum_{k \in \mathbf{Z}} b_{-1, k} f(2 x, 2 y-k)+\sum_{\mathbf{n} \in \Gamma_{1}} b_{\mathbf{n}} S(2 \mathbf{x}-\mathbf{n}),  \tag{2.5}\\
& g(\mathbf{x})=\sum_{k \in \mathbf{Z}} d_{0, k} \varphi(2 x, 2 y-k)+\sum_{k \in \mathbf{Z}} d_{1, k} g(2 x, 2 y-k)+\sum_{\mathbf{m} \in \Gamma_{2}} d_{\mathbf{m}} T(2 \mathbf{x}-\widetilde{\mathbf{m}}), \tag{2.6}
\end{align*}
$$

where $\mathbf{x}=(x, y)$, and $a_{\mathbf{n}}, b_{\mathbf{n}}, d_{\mathbf{n}}$ are some numbers (in this paper, we assume only finitely many of them are nonzero).

Denote

$$
\Phi:=[\varphi, f, g]^{T},
$$

and

$$
\begin{align*}
& N_{1}(x, y):=\sum_{\mathbf{n} \in \Gamma_{1}} a_{\mathbf{n}} S(2 \mathbf{x}-\mathbf{n})+\sum_{\mathbf{m} \in \Gamma_{2}} a_{\mathbf{m}} T(2 \mathbf{x}-\widetilde{\mathbf{m}}), \\
& N_{2}(x, y):=\sum_{\mathbf{n} \in \Gamma_{1}} b_{\mathbf{n}} S(2 \mathbf{x}-\mathbf{n}),  \tag{2.7}\\
& N_{3}(x, y):=\sum_{\mathbf{m} \in \Gamma_{2}} d_{\mathbf{m}} T(2 \mathbf{x}-\widetilde{\mathbf{m}}) .
\end{align*}
$$

Then equations (2.4)-(2.6) can be formulated as a nonhomogeneous refinement equation:

$$
\begin{equation*}
\Phi(x, y)=\sum_{k \in \mathbf{Z}} H_{k} \Phi(2 x, 2 y-k)+N(x, y), \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
N(\mathbf{x})=\left[N_{1}(2 \mathbf{x}), \quad N_{2}(2 \mathbf{x}), \quad N_{3}(2 \mathbf{x})\right]^{T} \tag{2.9}
\end{equation*}
$$

and

$$
H_{k}=\left[\begin{array}{ccc}
a_{0, k} & a_{-1, k} & a_{1, k}  \tag{2.10}\\
b_{0, k} & b_{-1, k} & 0 \\
d_{0, k} & 0 & d_{1, k}
\end{array}\right]
$$

The nonhomogeneous refinement equation (2.8), together with refinement equations (2.1) and (2.2), yields immediately a quad/triangle subdivision algorithm shown below.

Quad/triangle subdivision algorithm For an initial quad/triangle control net with vertices $v_{\mathbf{k}}^{0},\left\{H_{k}\right\}_{k},\left\{q_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{p_{\mathbf{k}}\right\}_{\mathbf{k}}$ and $a_{\mathbf{k}}, b_{\mathbf{k}}, d_{\mathbf{k}}$ yield a quad/triangle subdivision
algorithm with vertices $v_{\mathbf{k}}^{\ell+1}$ on the refined meshes obtained after $\ell+1$ steps of iterations given by

$$
\begin{align*}
& {\left[v_{0, j}^{\ell+1}, v_{-1, j}^{\ell+1}, v_{1, j}^{\ell+1}\right]=\sum_{k \in \mathbf{Z}}\left[v_{0, k}^{\ell}, v_{-1, k}^{\ell}, v_{1, k}^{\ell}\right] H_{j-2 k}, j \in \mathbb{Z},}  \tag{2.11}\\
& v_{\mathbf{n}}^{\ell+1}=\sum_{k \in \mathbf{Z}}\left(v_{0, k}^{\ell} a_{\mathbf{n}-(0,2 k)}+v_{-1, k}^{\ell} b_{\mathbf{n}-(0,2 k)}\right)+\sum_{\mathbf{n}^{\prime} \in \Gamma_{1}} v_{\mathbf{n}^{\prime}}^{\ell} q_{\mathbf{n}-2 \mathbf{n}^{\prime}}, \mathbf{n} \in \Gamma_{1},  \tag{2.12}\\
& v_{\mathbf{m}}^{\ell+1}=\sum_{k \in \mathbf{Z}}\left(v_{0, k}^{\ell} a_{\mathbf{m}-(0,2 k)}+v_{1, k}^{\ell} d_{\mathbf{m}-(0,2 k)}\right)+\sum_{\mathbf{m}^{\prime} \in \Gamma_{2}} v_{\mathbf{m}^{\prime}}^{\ell} p_{\mathbf{m}-2 \widetilde{\mathbf{m}}^{\prime}}, \mathbf{m} \in \Gamma_{2} . \tag{2.13}
\end{align*}
$$

Here $v_{0, j}^{\ell}$ are the positions of the quad/triangle vertices associated with points $\left(0,2^{-\ell} j\right)$ on the y-axis, $v_{-1, j}^{\ell}$ and $v_{1, j}^{\ell}$ are the positions of the quad vertex and triangle vertex associated with points $\left(-2^{-\ell}, j 2^{-\ell}\right)$ and $\left(2^{-\ell}, 2^{-\ell}\left(j-\frac{1}{2}\right)\right)$ resp., and $v_{\mathbf{n}}^{\ell}, \mathbf{n} \in \Gamma_{1}$ and $v_{\mathbf{m}}^{\ell}, \mathbf{m} \in \Gamma_{2}$ are the positions of the quad vertex and triangle vertex associated with points $2^{-\ell} \mathbf{n}$ and $2^{-\ell} \widetilde{\mathbf{m}}$ resp.

The above subdivision algorithm can be obtained by writing a function $F(\mathbf{x})$ in $V_{0}$ given by

$$
F(\mathbf{x})=\sum_{k \in \mathbf{Z}}\left[v_{0, k}^{0}, v_{-1, k}^{0}, v_{1, k}^{0}\right] \Phi(\mathbf{x}-(0, k))+\sum_{\mathbf{n} \in \Gamma_{1}} v_{\mathbf{n}}^{0} S(\mathbf{x}-\mathbf{n})+\sum_{\mathbf{m} \in \Gamma_{2}} v_{\mathbf{m}}^{0} T(\mathbf{x}-\widetilde{\mathbf{m}})
$$

as

$$
F(\mathbf{x})=\sum_{k \in \mathbf{Z}}\left[v_{0, k}^{\ell}, v_{-1, k}^{\ell}, v_{1, k}^{\ell}\right] \Phi\left(2^{\ell} \mathbf{x}-(0, k)\right)+\sum_{\mathbf{n} \in \Gamma_{1}} v_{\mathbf{n}}^{\ell} S\left(2^{\ell} \mathbf{x}-\mathbf{n}\right)+\sum_{\mathbf{m} \in \Gamma_{2}} v_{\mathbf{m}}^{\ell} T\left(2^{\ell} \mathbf{x}-\widetilde{\mathbf{m}}\right),
$$

for $\ell=1,2, \cdots$. Then refinement equations (2.8), (2.1) and (2.2) result in the subdivision algorithm.

Observe that since there are only finitely many $a_{\mathbf{k}}, b_{\mathbf{k}}, d_{\mathbf{k}}$ are nonzero, for $\mathbf{n}=$ $\left(n_{1}, n_{2}\right) \in \Gamma_{1}$ and $\mathbf{m}=\left(m_{1}, m_{2}\right) \in \Gamma_{2}$ with $-n_{1}, m_{1}$ large enough, the first terms in both of (2.12) and (2.13) are zero. Therefore, the averaging rule (2.12) for the vertices on the left but far from the y -axis coincides with the conventional quad subdivision algorithm with mask $\left\{q_{\mathbf{k}}\right\}_{\mathbf{k}}$, while the averaging rule (2.13) for the vertices on the right but far from the y -axis is the ordinary triangle subdivision algorithm with mask $\left\{p_{\mathbf{k}}\right\}_{\mathbf{k}}$.

The local averaging rule given in (2.11), (2.12) and (2.13) can be represented by templates. For example, if $a_{\mathbf{k}}=0, b_{\mathbf{k}}=0, d_{\mathbf{k}}=0$ for $\left|k_{2}\right|>2$, then the algorithm (2.11) for "even" quad/triangle vertices $v_{0,2 j}^{\ell}$ and "odd" quad/triangle vertices $v_{0,2 j+1}^{\ell}$ on the y-axis is given by the templates on the left and right of Fig. 5.

In practice, the symmetry of templates are required. To design a particular quad/triangle scheme, one may start from symmetric templates for the vertices on/near the y-axis. The templates are given by some parameters. Then from the templates, one has the algorithm (2.11)-(2.13) with mask $H_{k}$ and $a_{\mathbf{k}}, b_{\mathbf{k}}, d_{\mathbf{k}}$ given by parameters. Finally, one determines the parameters by the polynomial reproduction and smoothness of the scheme.

Similarly, a matrix-valued quad/triangle scheme can be derived from a nonhomogeneous refinement equation. Assume that $\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}}$ and $\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}}$ be the matrix-valued masks for the quad and triangle schemes resp., and let $S(\mathbf{x})=\left[S_{1}(\mathbf{x}), S_{2}(\mathbf{x})\right]^{T}, T(\mathbf{x})=$


Figure 5: Templates for "even" vertices (left) and "odd" vertices (right) on the y-axis
$\left[T_{1}(\mathbf{x}), T_{2}(\mathbf{x})\right]^{T}$ be the associated refinable function vectors. Then a matrix-valued quad/triangle scheme can be derived from

$$
\begin{equation*}
\Phi(x, y)=\sum_{k \in \mathbf{Z}} H_{k} \Phi(2 x, 2 y-k)+N(x, y), \tag{2.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi:=\left[\varphi_{0}, \varphi_{1}, f_{0}, f_{1}, g_{0}, g_{1}\right]^{T} \tag{2.15}
\end{equation*}
$$

$H_{k}$ are $6 \times 6$ matrices given as in (2.10) for some $2 \times 2$ matrices $\mathbf{a}_{\mathbf{k}}, \mathbf{b}_{\mathbf{k}}, \mathbf{d}_{\mathbf{k}}$, and $N(\mathbf{x})$ is given as in (2.9) with each of its components $N_{j}(\mathbf{x})$ a vector given in (2.7). With

$$
\begin{align*}
V_{0}:= & \left\{\varphi_{j}(x, y-k), f_{j}(x, y-k), g_{j}(x, y-k), S_{j}(\mathbf{x}-\mathbf{n}),\right.  \tag{2.16}\\
& \left.T_{j}(\mathbf{x}-\widetilde{\mathbf{m}}): j=0,1, k \in \mathbb{Z}, \mathbf{n} \in \Gamma_{1}, \mathbf{m} \in \Gamma_{2}\right\},
\end{align*}
$$

and $V_{\ell}:=\left\{F(\mathbf{x}): F\left(\frac{\mathbf{x}}{2^{\ell}}\right) \in V_{0}\right\}$, the nesting property of $\left\{V_{j}\right\}_{j}$ yields the matrix-valued quad/triagle subdivision algorithm given by the same formulas as in (2.11)-(2.13) with scalar-valued masks $\left\{p_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{q_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{a_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{b_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{d_{\mathbf{k}}\right\}_{\mathbf{k}}$ replaced by matrix-valued masks $\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{\mathbf{a}_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{\mathbf{b}_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{\mathbf{d}_{\mathbf{k}}\right\}_{\mathbf{k}}$ resp..

In the rest of this subsection, as examples, we give the masks $\left\{H_{k}\right\}_{k}, a_{\mathbf{k}}, b_{\mathbf{k}}, d_{\mathbf{k}}$ for the $C^{1}$ (approximation) quad/triangle scheme constructed by Stam and Loop in [35] and the $C^{2}$ (approximation) quad/triangle scheme constructed by A . levin and D . Levin in [26]. In either case, Catmull-Clark's scheme (for regular vertices) is used for the vertices on the left of the y-axis and Loop's scheme (for regular vertices) is used for the vertices on the right of the y-axis. Namely, $S(\mathbf{x})$ is the bi-cubic spline (the tensor product of the cubic B-spline) and

$$
\begin{equation*}
T(\mathbf{x})=B_{222}\left(x, y+\frac{x}{2}\right) \tag{2.17}
\end{equation*}
$$

where $B_{222}$ is the quartic box-spline on the 3 -direction mesh. In this case, the nonzero $q_{\mathbf{k}}, p_{\mathbf{k}}$ in (2.1) and (2.2) are given resp. by

$$
\begin{align*}
& q_{0,0}=\frac{9}{16}, q_{1,0}=q_{0,1}=q_{-1,0}=q_{0,-1}=\frac{3}{8}, q_{1,1}=q_{1,-1}=q_{-1,1}=q_{-1,-1}=\frac{1}{4}, \\
& q_{2,0}=q_{-2,0}=q_{0,2}=q_{0,-2}=\frac{3}{32}, q_{2,2}=q_{-2,2}=q_{2,-2}=q_{-2,-2}=\frac{1}{64},  \tag{2.18}\\
& q_{2,1}=q_{1,2}=q_{-1,-2}=q_{-2,-1}=q_{2,-1}=q_{-2,1}=q_{-1,2}=q_{1,-2}=\frac{1}{16},
\end{align*}
$$

and

$$
\begin{align*}
& p_{0,0}=\frac{5}{8}, p_{1,0}=p_{0,1}=p_{-1,0}=p_{-1,1}=p_{0,-1}=p_{1,1}=\frac{3}{8}, \\
& p_{2,0}=p_{1,-1}=p_{-1,-1}=p_{-2,0}=p_{-1,2}=p_{1,2}=\frac{1}{8},  \tag{2.19}\\
& p_{2,1}=p_{0,2}=p_{-2,1}=p_{-2,-1}=p_{0,-2}=p_{2,-1}=\frac{1}{16} .
\end{align*}
$$



Figure 6: Templates of Stam-Loop's scheme for "even" vertices (left) and "odd" vertices (right) on the y-axis

Stam-Loop's scheme For Stam-Loop's scheme, Catmull-Clark's and Loop's schemes are used for the vertices on the left of the y-axis and on the right of the y-axis resp. The averaging rules for "even" vertices and "odd" vertices on the y-axis are given by the templates on the left and right of Fig. 6 resp. For Stam-Loop's scheme, the corresponding nonzero $H_{k}$ and nonzero $a_{j, k}, b_{j, k}, d_{-j, k}(j \geq 2)$ are listed as follows:

$$
\begin{align*}
& H_{-2}=\frac{1}{64}\left[\begin{array}{lll}
5 & 4 & 0 \\
1 & 4 & 0 \\
4 & 0 & 8
\end{array}\right], H_{-1}=\frac{1}{16}\left[\begin{array}{lll}
6 & 4 & 2 \\
1 & 4 & 0 \\
2 & 0 & 6
\end{array}\right], \\
& H_{0}=\frac{1}{32}\left[\begin{array}{ccc}
19 & 12 & 12 \\
3 & 12 & 0 \\
2 & 0 & 12
\end{array}\right], H_{1}=\frac{1}{16}\left[\begin{array}{lll}
6 & 4 & 6 \\
1 & 4 & 0 \\
0 & 0 & 2
\end{array}\right], H_{2}=\frac{1}{64}\left[\begin{array}{ccc}
5 & 4 & 8 \\
1 & 4 & 0 \\
0 & 0 & 0
\end{array}\right],  \tag{2.20}\\
& a_{2,0}=\frac{1}{8}, a_{2,1}=a_{2,-1}=\frac{1}{16}, a_{-2,0}=\frac{3}{32}, a_{-2,1}=a_{-2,-1}=\frac{1}{16}, a_{-2,2}=a_{-2,-2}=\frac{1}{64}, \\
& b_{-2,0}=\frac{9}{16}, b_{-2,1}=b_{-2,-1}=\frac{3}{8}, b_{-2,2}=b_{-2,-2}=\frac{3}{32}, b_{-3,0}=\frac{3}{8}, b_{-3,1}=b_{-3,-1}=\frac{1}{4}, \\
& b_{-3,2}=b_{-3,-2}=\frac{1}{16}, b_{-4,0}=\frac{3}{32}, b_{-4,1}=b_{-4,-1}=\frac{1}{16}, b_{-4,2}=b_{-4,-2}=\frac{1}{64}, \\
& d_{2,-1}=\frac{5}{8}, d_{2,0}=d_{2,-2}=\frac{3}{8}, d_{2,1}=d_{2,-3}=\frac{1}{16}, \\
& d_{3,-1}=d_{3,-2}=\frac{3}{8}, d_{3,0}=d_{3,-3}=\frac{1}{8}, d_{4,-1}=\frac{1}{8}, d_{4,0}=d_{4,-2}=\frac{1}{16} .
\end{align*}
$$

Levin-Levin's scheme In Levi-Levin's scheme, Catmull-Clark's scheme used for quad vertices on the left of the $y$-axis, while Loop's scheme is used for triangle vertices


Figure 7: Templates of Levin-Levin's scheme for "even" vertices (top-left) and "odd" vertices (top-right) on the y-axis, for "even" vertices (bottom-left) and "odd" vertices (bottom-middle and bottom-right) on the right and near the y -axis.
$v_{\left(m_{1}, m_{2}\right)}^{\ell}$ with $m_{1} \geq 3$. The averaging rules for "even" vertices $v_{0,2 k}^{\ell}$ (denoted as black disks) "odd" vertices $v_{0,2 k+1}^{\ell}$ (denoted hollow circles) on the y-axis, vertices $v_{1, k}^{\ell}$ (denoted as triangles) and vertices $v_{2, m_{2}}^{\ell}$ (denoted as squares) are given in Fig. 7. In this case the corresponding nonzero $H_{k}$ are

$$
\begin{align*}
& H_{-3}=\frac{1}{192}\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
2 & 0 & 0
\end{array}\right], H_{-2}=\frac{1}{192}\left[\begin{array}{ccc}
16 & 12 & 3 \\
4 & 12 & 0 \\
12 & 0 & 24
\end{array}\right], \\
& H_{-1}=\frac{1}{192}\left[\begin{array}{ccc}
72 & 48 & 25 \\
12 & 48 & 0 \\
20 & 0 & 72
\end{array}\right], H_{0}=\frac{1}{192}\left[\begin{array}{ccc}
112 & 72 & 67 \\
16 & 72 & 0 \\
12 & 0 & 72
\end{array}\right],  \tag{2.21}\\
& H_{1}=\frac{1}{192}\left[\begin{array}{ccc}
72 & 48 & 67 \\
12 & 48 & 0 \\
2 & 0 & 24
\end{array}\right], H_{2}=\frac{1}{192}\left[\begin{array}{ccc}
16 & 12 & 25 \\
4 & 12 & 0 \\
0 & 0 & 0
\end{array}\right], \\
& H_{3}=\frac{1}{192}\left[\begin{array}{lll}
0 & 0 & 3 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], H_{4}=\frac{1}{192}\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right],
\end{align*}
$$

and the corresponding nonzero $a_{j, k}, b_{j, k}, d_{j, k}$ are the same as those for the Stam-Loop's scheme except that

$$
a_{2,0}=\frac{11}{96}, a_{2,1}=a_{2,-1}=\frac{23}{384}, a_{2,2}=a_{2,-2}=\frac{1}{192}, a_{2,3}=a_{2,-3}=\frac{1}{384} .
$$

### 2.2 Polynomial reproduction

Polynomial reproduction of matrix-valued quad/triangle schemes has been studied in [24]. In this subsection, we will include a result from [24], which will be used in this paper.

Recall that for $G(\omega)=\frac{1}{2} \sum_{k \in \mathbf{Z}} G_{k} e^{-i k \omega}$, where $\left\{G_{k}\right\}_{k}$ is a 1-D matrix-valued mask with only finitely many of $r^{\prime} \times r^{\prime}$ matrices $G_{k}$ being nonzero, we say $G(\omega)$ has sum rule of order $m+1$ if there exist $1 \times r^{\prime}$ row constant vectors $\mathbf{y}_{0}, \mathbf{y}_{1}, \cdots, \mathbf{y}_{m}$ with $\mathbf{y}_{0} \neq[0, \cdots, 0]$ such that for $j=0, \cdots, m$,

$$
\sum_{n=0}^{j}\binom{j}{n} 2^{n} i^{j-n} \mathbf{y}_{n}\left(D^{j-n} G\right)(0)=\mathbf{y}_{j}, \sum_{n=0}^{j}\binom{j}{n} 2^{n} i^{j-n} \mathbf{y}_{n}\left(D^{j-n} G\right)(\pi)=0
$$

where $D^{j-n} G(\omega)$ denotes the $(j-n)$-th derivative of $G(\omega)$.
Let $\left\{H_{k}\right\}_{k}$ be the 1-D matrix-valued mask for the quad/triangle scheme. Recall that each of $H_{k}$ is a 6 by 6 matrix. Suppose that $H(\omega):=\frac{1}{2} \sum_{k \in \mathbf{Z}} H_{k} e^{-i k \omega}$ has sum rule of order $m+1$ with $1 \times 6$ vectors $\mathbf{y}_{0}^{0}, \mathbf{y}_{1}^{0}, \cdots, \mathbf{y}_{m}^{0}$. Furthermore, we assume for each $j$ with $1 \leq j \leq m, 2^{j} H(\omega)$ has sum rule of order $m+1-j$ with vectors $\mathbf{y}_{0}^{j}, \mathbf{y}_{1}^{j}, \cdots, \mathbf{y}_{m-j}^{j}$. Define for $k \in \mathbb{Z}$,

$$
\begin{aligned}
& Y^{0, l}(k)=\sum_{n=0}^{l}\binom{l}{n} k^{l-n} \mathbf{y}_{n}^{0}, l=0,1, \cdots, m \\
& Y^{1, l}(k)=\sum_{n=0}^{l}\binom{l}{n} k^{l-n} \mathbf{y}_{n}^{1}, l=0,1, \cdots, m-1, \\
& \vdots \\
& Y^{m-1, l}(k)=\sum_{n=0}^{l}\binom{l}{n} k^{l-n} \mathbf{y}_{n}^{m-1}, l=0,1, \\
& Y^{m, 0}(k)=\mathbf{y}_{0}^{m}
\end{aligned}
$$

Then we have (see [24])

$$
\begin{equation*}
\sum_{k^{\prime} \in \mathbf{Z}} Y^{\alpha}\left(k^{\prime}\right) H_{k-2 k^{\prime}}=\frac{1}{2^{|\alpha|}} Y^{\alpha}(k), k \in \mathbb{Z},|\alpha| \leq m, \alpha \in \mathbb{Z}_{+}^{2} \tag{2.22}
\end{equation*}
$$

Write $Y^{\alpha}(k)$ as

$$
\begin{equation*}
Y^{\alpha}(k)=:\left[Y_{1}^{\alpha}(k), Y_{2}^{\alpha}(k), Y_{3}^{\alpha}(k)\right], \tag{2.23}
\end{equation*}
$$

where $Y_{j}^{\alpha}(k), j=1,2,3$ are $1 \times 2$ vectors.
Suppose that refinable functions $S(\mathbf{x})$ (for the quad subdivision) and $T(\mathbf{x})$ (for the triangle subdivision) generate polynomials of total degree up to $m$ :

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbf{Z}^{2}} \mathbf{u}_{\mathbf{n}}^{\alpha} S(\mathbf{x}-\mathbf{n})=\mathbf{x}^{\alpha}, \mathbf{x} \in \mathbb{R}^{2},|\alpha| \leq m \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\mathbf{n} \in \mathbf{Z}^{2}} \widetilde{\mathbf{u}}_{\mathbf{n}}^{\alpha} T(\mathbf{x}-\widetilde{\mathbf{n}})=\mathbf{x}^{\alpha}, \mathbf{x} \in \mathbb{R}^{2},|\alpha| \leq m \tag{2.25}
\end{equation*}
$$

with $1 \times 2$ vectors $\mathbf{u}_{\mathbf{n}}^{\alpha}, \widetilde{\mathbf{u}}_{\mathbf{n}}^{\alpha}$ satisfying

$$
\begin{equation*}
\sum_{\mathbf{k} \in \mathbf{Z}^{2}} \mathbf{u}_{\mathbf{k}}^{\alpha} Q_{\mathbf{n}-2 \mathbf{k}}=\frac{1}{2^{|\alpha|}} \mathbf{u}_{\mathbf{n}}^{\alpha}, \quad \sum_{\mathbf{k} \in \mathbf{Z}^{2}} \widetilde{\mathbf{u}}_{\mathbf{k}}^{\alpha} P_{\mathbf{n}-2 \mathbf{k}}=\frac{1}{2^{|\alpha|}} \widetilde{\mathbf{u}}_{\mathbf{n}}^{\alpha}, \mathbf{n} \in \mathbb{Z}^{2} \tag{2.26}
\end{equation*}
$$

Theorem 1. [24] For a quad/triangle scheme with $\left\{H_{k}\right\}_{k},\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}}$ and $\mathbf{a}_{\mathbf{k}}, \mathbf{b}_{\mathbf{k}}, \mathbf{d}_{\mathbf{k}}$, assume both $\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}}$ and $\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}}$ have sum rule of order $m+1$ with vectors $\mathbf{u}^{\alpha}, \widetilde{\mathbf{u}}^{\alpha},|\alpha| \leq m$, resp. Suppose for $0 \leq j \leq m, 2^{j} H(\omega)$ has sum rule of order $m+1-j$ with vectors $\mathbf{y}_{0}^{j}, \mathbf{y}_{1}^{j}, \cdots, \mathbf{y}_{m-j}^{j}$. Let $\mathbf{u}_{\mathbf{k}}^{\alpha}, \widetilde{\mathbf{u}}_{\mathbf{k}}^{\alpha}$ and $Y^{\alpha}(k)$ be the vectors defined above with $Y_{j}^{\alpha}(k), j=$ $1,2,3$ given by (2.23). If

$$
\begin{equation*}
\sum_{k \in \mathbf{Z}}\left\{Y_{1}^{\alpha}(k) a_{\mathbf{n}-(0,2 k)}+Y_{2}^{\alpha}(k) b_{\mathbf{n}-(0,2 k)}\right\}+\sum_{\mathbf{n}^{\prime} \in \Gamma_{1}} \mathbf{u}_{\mathbf{n}^{\prime}}^{\alpha} Q_{\mathbf{n}-2 \mathbf{n}^{\prime}}=\frac{1}{2^{|\alpha|}} \mathbf{u}_{\mathbf{n}}^{\alpha}, \mathbf{n} \in \Gamma_{1} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k \in \mathbf{Z}}\left\{Y_{1}^{\alpha}(k) \mathbf{a}_{\mathbf{m}-(0,2 k)}+Y_{3}^{\alpha}(k) \mathbf{d}_{\mathbf{m}-(0,2 k)}\right\}+\sum_{\mathbf{m}^{\prime} \in \Gamma_{2}} \widetilde{\mathbf{u}}_{\mathbf{m}^{\prime}}^{\alpha} P_{\mathbf{m}-2 \widetilde{\mathbf{m}}^{\prime}}=\frac{1}{2^{|\alpha|}} \widetilde{\mathbf{u}}_{\mathbf{m}}^{\alpha}, \mathbf{m} \in \Gamma_{2} \tag{2.28}
\end{equation*}
$$

hold, then $V_{0}$ defined by (2.16) reproduces polynomials of total degree up to $m$ :

$$
\sum_{k \in \mathbf{Z}} Y^{\alpha}(k) \Phi(\mathbf{x}-(0, k))+\sum_{\mathbf{n} \in \Gamma_{1}} \mathbf{u}_{\mathbf{n}}^{\alpha} S(\mathbf{x}-\mathbf{n})+\sum_{\mathbf{m} \in \Gamma_{2}} \widetilde{\mathbf{u}}_{\mathbf{m}}^{\alpha} T(\mathbf{x}-\widetilde{\mathbf{m}})=\mathbf{x}^{\alpha},|\alpha| \leq m
$$

where $\Phi$ is defined by (2.15).
Remark 1. Clearly (2.27) and (2.28) imply that for $|\alpha| \leq m$, vectors

$$
\begin{equation*}
\mathbf{l}^{\alpha}:=\left[\mathbf{u}_{\mathbf{n}}^{\alpha}, Y_{1}^{\alpha}(k), Y_{2}^{\alpha}(k), Y_{3}^{\alpha}(k), \widetilde{\mathbf{u}}_{\mathbf{m}}^{\alpha}\right]_{\mathbf{n} \in \Gamma_{1}, k \in \mathbf{Z}, \mathbf{m} \in \Gamma_{2}} \tag{2.29}
\end{equation*}
$$

are the (left) eigenvectors of the subdivision matrix $\mathbf{S}$, corresponding to the eigenvalue of $\frac{1}{2^{|\alpha|}}$. Furthermore, from Theorem 1, we know that if $\mathbf{1}^{\alpha}$ is the initial vector sequence, then the limiting function is a polynomial of degree $|\alpha|$.

## 3 Smoothness analysis

In this section, we provide a smoothness estimate on the matrix-valued quad/triangle schemes, a generalization of smoothness estimate in [26] from the scalar-valued setting to the matrix-valued setting.

As in [26], let $X \in \mathbb{R}^{2}$ be the set of all nodes of the regular unit quad/triangle in the left part of Fig. 1, namely,
$X=\{(j, k): k, j \in \mathbb{Z}, j \leq 0\} \bigcup\{(2 j, k): j, k \in \mathbb{Z}, j>0\} \bigcup\left\{\left(2 j+1, k+\frac{1}{2}\right): j, k \in \mathbb{Z}, j>0\right\}$.
Then, $X$ satisfies

$$
\mathcal{E} X=X, \quad 2 X \subset X \quad \text { and } \quad \overline{\cup_{n=0}^{\infty} 2^{-n} X}=\mathbb{R}^{2}
$$

where $\mathcal{E}$ is the translation operator in the y-axis defined as $\mathcal{E}:(x, y) \rightarrow(x, y+1)$. Clearly, $\mathcal{E}^{-1}$ is also a translation operator in the y-axis given by $\mathcal{E}^{-1}:(x, y) \rightarrow(x, y-1)$. Moreover, denote $X^{1}=[-1,1] \times(-\infty, \infty)$,

$$
\begin{equation*}
W^{-}=\left[-1,-\frac{1}{2}\right] \times[0,1], \quad W^{+}=\left[\frac{1}{2}, \quad 1\right] \times[0,1] \tag{3.1}
\end{equation*}
$$

and $W=W^{-} \cup W^{+}$. Then $X^{1}=\cup_{n=0}^{\infty} \cup_{j \in \mathbf{Z}} 2^{-n} \mathcal{E}^{j} W$.
When we consider the smoothness of the limiting surface on the regular quad/triangle mesh, we need only to consider each component of the limiting surface. Hence, in this section, $\mathbf{v}_{\mathbf{k}}^{\ell}=\left[v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}\right]$ considered above will be a $2 \times 1$ vector, namely $v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}$ are real numbers, not points in $\mathbb{R}^{3}$. Denote

$$
l(X)^{2}=\{\mathbf{V} \mid \mathbf{V}: X \longrightarrow \mathbb{R} \times \mathbb{R}\}
$$

An element $V=\left\{\left[v_{\mathbf{k}}, s_{\mathbf{k}}\right]\right\}_{\mathbf{k} \in X}$ of $l(X)^{2}$ will be called a vector sequence (associated with $X)$.

For a matrix-valued quad/triangle scheme, let $\mathbf{v}_{\mathbf{k}}^{\ell}=\left[v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}\right], \mathbf{k} \in X$ be the vectors after $\ell$ steps of subdivision iterations with this scheme from a control vector sequence $\mathbf{V}^{0}=\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k} \in X} \in l(X)^{2}$. Denote $\mathbf{V}^{\ell}=\left\{\mathbf{v}_{\mathbf{k}}^{\ell}\right\}_{\mathbf{k} \in X} \in l(X)^{2}$. Then,

$$
\mathbf{V}^{\ell}=\mathbf{V}^{\ell-1} \mathbf{S},
$$

where $\mathbf{S}$ is the subdivision operator (matrix), a linear operator on $l(X)^{2}$. We call that $\mathbf{S}$ is $L_{\infty}$-convergent, if for every $\mathbf{V}^{\mathbf{0}} \in l(X)$, there exists $F=\left[F_{1}, F_{2}\right], F_{1}, F_{2} \in C\left(\mathbb{R}^{2}\right)$ such that $F \not \equiv \mathbf{0}$ for at least one $\mathbf{V}^{0}$ and that

$$
\lim _{n \rightarrow \infty}\left\|\mathbf{V}^{0} \mathbf{S}^{n}-F\left(2^{-n} \cdot\right)\right\|_{\infty, X \cap 2^{2} P}=0
$$

where $P$ is any open and bounded domain in $\mathbb{R}^{2} . F$ is called the limit function, which is denoted $\mathbf{V}^{\mathbf{0}} \mathbf{S}^{\infty}=F$. We say that $\mathbf{S}$ is $C^{m}$ if $\mathbf{V}^{\mathbf{0}} \mathbf{S}^{\infty} \in C^{m}\left(\mathbb{R}^{2}\right)$ for any $\mathbf{V}^{\mathbf{0}} \in l(X)^{2}$, and that $\mathbf{S}$ is $C^{m+\alpha}(0<\alpha \leq 1)$ if the $m$ th order derivatives of $\mathbf{V}^{\mathbf{0}} \mathbf{S}^{\infty}$ are Hölder continuous of $\alpha$ for any $\mathbf{V}^{\mathbf{0}} \in l(X)^{2}$. It was shown in [24] that the second component $F_{2}$ of $F$ is the zero function, while the first component $F_{1}$ of $F$ is given by

$$
\begin{align*}
F_{1}(\mathbf{x})= & \sum_{k \in \mathbf{Z}} \mathbf{v}_{0, k}^{0}\left[\varphi_{0}, \varphi_{1}\right]^{T}(x, y-k)+\mathbf{v}_{-1, k}^{0}\left[f_{0}, f_{1}\right]^{T}(x, y-k) \\
& +\mathbf{v}_{1, k}^{0}\left[g_{0}, g_{1}\right]^{T}(x, y-k)+\sum_{\mathbf{n} \in \Gamma_{1}} \mathbf{v}_{\mathbf{n}}^{0} S(\mathbf{x}-\mathbf{n})+\sum_{\mathbf{m} \in \Gamma_{2}} \mathbf{v}_{\mathbf{m}}^{0} T(\mathbf{x}-\widetilde{\mathbf{m}}) . \tag{3.2}
\end{align*}
$$

The smoothness of $\mathbf{S}$ far away from the y -axis is determined by the smoothness of $S(\mathbf{x})$ and $T(\mathbf{x})$, while that near the y -axis is determined by the smoothness of $\varphi_{j}, f_{j}$ and $g_{j}, j=0,1$. The smoothness of $S(\mathbf{x})$ and $T(\mathbf{x})$ can be determined by their associated $\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}}$ and $\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}}$. In the following we assume that the subdivision scheme $\mathbf{S}$ is $L_{\infty^{-}}$ convergent, and that $S(\mathbf{x})$ and $T(\mathbf{x})$ are smooth enough, namely, they are in $C^{m+\alpha}$ when we discuss $C^{m+\alpha}$ smoothness of $\mathbf{S}$. We assume that $\left\{Q_{\mathbf{k}}\right\}_{\mathbf{k}},\left\{P_{\mathbf{k}}\right\}_{\mathbf{k}}$ have sum rules order (at least) $m+1$. Therefore we need only consider its smoothness near the y-axis.

Let $L \subset X$ be the subset of nodes of the unit regular quad/triangle grid around the origin such that the limit (vector-valued) function $F$ takes the (vector-) values in $[-1,1] \times$ $[0,1]$ only depending on control nodes in $L$. Let $A$ be the local subdivision operator taking (vector-)values in $L$ to (vector-)values in $L$ after one subdivision iteration, and let $B$ be the operator taking (vector-)values in $L$ to that in $\mathcal{E} L$. Define $J=\cup_{j \in \mathbf{Z}} \mathcal{E}^{j} L$, thus, by the definition of $L$, the limit function $F$ in the strip: $X^{1}=[-1,1] \times(-\infty, \infty)$ only depends on control points in $J$.

For a control vector sequence $\mathbf{V}^{0}=\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k}}$, denote $\widetilde{\mathbf{V}}^{0}=\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k} \in J}$ associated with $J$. For $\mathbf{v}_{\mathbf{k}}^{\ell}$, the refined vectors after $\ell$ steps of subdivision with $\mathbf{S}$, denote $\widetilde{\mathbf{V}}^{\ell}=\left\{\mathbf{v}_{\mathbf{k}}^{\ell}\right\}_{\mathbf{k} \in J}$, the
$\stackrel{\text { vector subsequence of }}{\widetilde{\mathbf{V}}^{\ell}} \mathbf{V}^{\ell}=\left\{\mathbf{v}_{\mathbf{k}}^{\ell}\right\}_{\mathbf{k}}$ restricted to $J$. Separate $\widetilde{\mathbf{V}}^{\ell}$ into different groups: $\widetilde{\mathbf{V}}_{j}^{\ell}, j \in \mathbb{Z}$, where $\widetilde{\mathbf{V}}_{j}^{\ell}$ are defined as

$$
\widetilde{\mathbf{V}}_{j}^{\ell}=\left\{\mathbf{v}_{\mathbf{k}}^{\ell}\right\}_{\mathbf{k} \in \mathcal{E}^{j} L},
$$

namely, for each $\mathbf{j} \in \mathbb{Z}, \widetilde{\mathbf{V}}_{j}^{\ell}$ is a (finite) subset of $\widetilde{\mathbf{V}}^{\ell}$ consisting all $\mathbf{v}_{\mathbf{k}}^{\ell}$ with $\mathbf{k} \in \mathcal{E}^{j} L$.
Observe that $\widetilde{\mathbf{V}}_{j}^{1}$ can be given as

$$
\cdots, \quad \widetilde{\mathbf{V}}_{0}^{1}=\widetilde{\mathbf{V}}_{0}^{0} A, \quad \widetilde{\mathbf{V}}_{1}^{1}=\widetilde{\mathbf{V}}_{0}^{0} B, \quad \widetilde{\mathbf{V}}_{2}^{1}=\widetilde{\mathbf{V}}_{1}^{0} A, \quad \widetilde{\mathbf{V}}_{3}^{1}=\widetilde{\mathbf{V}}_{1}^{0} B, \quad \cdots ;
$$

while $\widetilde{\mathbf{V}}_{j}^{2}$ can be written as

$$
\begin{aligned}
\cdots, \widetilde{\mathbf{V}}_{0}^{2}= & \widetilde{\mathbf{V}}_{1}^{0} A=\widetilde{\mathbf{V}}_{0}^{0} A^{2}, \widetilde{\mathbf{V}}_{1}^{2}=\widetilde{\mathbf{V}}_{1}^{0} B=\widetilde{\mathbf{V}}_{0}^{0} A B \\
& \widetilde{\mathbf{V}}_{2}^{2}=\widetilde{\mathbf{V}}_{1}^{1} A=\widetilde{\mathbf{V}}_{0}^{0} B A, \widetilde{\mathbf{V}}_{3}^{2}=\widetilde{\mathbf{V}}_{1}^{1} B=\widetilde{\mathbf{V}}_{0}^{0} B^{2}, \cdots
\end{aligned}
$$

In general, we have

$$
\begin{equation*}
\widetilde{\mathbf{V}}_{2 k}^{\ell}=\widetilde{\mathbf{V}}_{k}^{\ell-1} A, \quad \widetilde{\mathbf{V}}_{2 k+1}^{\ell}=\widetilde{\mathbf{V}}_{k}^{\ell-1} B \tag{3.3}
\end{equation*}
$$

Thus, with the notation

$$
A_{\epsilon_{i}}= \begin{cases}A & \epsilon_{i}=0 \\ B & \epsilon_{i}=1,\end{cases}
$$

we have

$$
\begin{align*}
\widetilde{\mathbf{V}}_{j}^{\ell} & =\widetilde{\mathbf{V}}_{k_{1}}^{\ell-1} A_{\epsilon_{\ell-1}}=\widetilde{\mathbf{V}}_{k_{2}}^{\ell-2} A_{\epsilon_{\ell-2}} A_{\epsilon_{\ell-1}}=\cdots \\
& =\widetilde{\mathbf{V}}_{i}^{0} A_{\epsilon_{0}} \cdots A_{\epsilon_{m-1}} \tag{3.4}
\end{align*}
$$

for some $k_{1}, k_{2}, \cdots, i$, where $\epsilon_{j} \in\{0,1\}, 0 \leq j \leq m-1$. Therefore, restricted to $J$, the subdivision scheme $\mathbf{S}$ is determined by $A$ and $B$.

For $0<\alpha \leq 1$, define the Hölder constant of a function vector $h=\left[h_{1}, h_{2}\right]^{T}$ in a domain $K \in \mathbb{R}^{2}$ by

$$
\begin{equation*}
H(h, \alpha, K)=\sup _{\mathbf{x}, \mathbf{y} \in K, \mathbf{x} \neq \mathbf{y}} \frac{\|h(\mathbf{x})-h(\mathbf{y})\|_{\infty}}{\|\mathbf{x}-\mathbf{y}\|^{\alpha}} \tag{3.5}
\end{equation*}
$$

We need the following lemma proved in [26].
Lemma 1. [26] Let $h$ be the bounded $C\left(\mathbb{R}^{2}\right)$ function. If for all $j \in \mathbb{Z}, n \geq 0$, $H\left(h, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq c$ for a constant $c>0$ independent of $n$ and $j$, then

$$
\begin{equation*}
H\left(h, \alpha, X^{1}\right)<\infty . \tag{3.6}
\end{equation*}
$$

In Lemma 1 and below, $c$ denotes a constant (independent of $n$ and $j$ ) which may be different from line to line.

Observe that the the limiting surface near the y-axis is given by the shifts of $\varphi_{j}, f_{j}, g_{j}$, $j=0,1$ along the y -axis and that each of $\varphi_{j}(\mathbf{x}), f_{j}(\mathbf{x}), g_{j}(\mathbf{x})$ can be expressed as linear combinations of $\varphi_{0}(2 \mathbf{x}-(0, k)), \varphi_{1}(2 \mathbf{x}-(0, k)), f_{0}(2 \mathbf{x}-(0, k)), f_{1}(2 \mathbf{x}-(0, k)), g_{0}(2 \mathbf{x}-$
$(0, k)), g_{1}(2 \mathbf{x}-(0, k))$ and $S(\mathbf{x}-\mathbf{k}), T(\mathbf{x}-\mathbf{k})$. Thus to consider the smoothness of the limiting function $F$ near the y -axis, we need only consider that on a rectangle: $[-1,1] \times[0,1]$. Hence, in the following we assume the initial vector sequence $\mathbf{V}^{0}=\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k}}$ satisfies $\mathbf{v}_{\mathbf{k}}^{0}=[0,0]$ if $\mathbf{k} \notin L$. This assumption and Lemma 1 imply that we only need to study the behaviors of $F$ in the rectangles, $2^{-n} \mathcal{E}^{j} W$ with $0 \leq j \leq 2^{n}$.

First, by the assumption that $\mathbf{S}$ is $C^{m+\alpha}$ away from the y-axis and the linearity and the local support property of $\mathbf{S}$, we have

$$
\begin{equation*}
H\left(D^{m} \mathbf{V S}^{\infty}, \alpha, W\right) \leq c\|\mathbf{V}\|_{\infty, L} \tag{3.7}
\end{equation*}
$$

for some $c>0$, where $D^{m}$ denotes the differential operator of order $m$. And for any domain $K$ and $\lambda>0$, we have

$$
\begin{equation*}
H(F(\lambda \cdot), \alpha, K)=\lambda^{\alpha} H(F, \alpha, \lambda K) . \tag{3.8}
\end{equation*}
$$

From (3.8) and $\mathbf{V} \mathbf{S}^{\infty}=\left(\mathbf{V S}^{n} \mathbf{S}^{\infty}\right)\left(2^{n} \cdot\right)$, we have

$$
\begin{equation*}
H\left(D^{m} \mathbf{V S}^{\infty}, \alpha, 2^{-n} W\right)=2^{m n} 2^{n \alpha} H\left(D^{m} \mathbf{V S}^{n} \mathbf{S}^{\infty}, \alpha, W\right) \tag{3.9}
\end{equation*}
$$

This, together with (3.7), implies

$$
\begin{equation*}
H\left(D^{m} \mathbf{V S}^{\infty}, \alpha, 2^{-n} W\right) \leq 2^{n(m+\alpha)} c\left\|\mathbf{V S}^{n}\right\|_{\infty, L} \tag{3.10}
\end{equation*}
$$

Thus, for any $j, n$, we have

$$
\begin{equation*}
H\left(D^{m} \mathbf{V S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq 2^{n(m+\alpha)} c\left\|\mathbf{V S}^{n}\right\|_{\infty, \mathcal{E}^{j} L} \tag{3.11}
\end{equation*}
$$

For each $\alpha \in \mathbb{Z}_{+}^{2}$ with $|\alpha| \leq m$, let $\widetilde{\mathbf{l}}^{\alpha}$ be the vector consisting of components of $\mathbf{l}^{\alpha}$ defined (2.29) with indexes lying in $L$, namely, $\widetilde{\mathbf{l}}^{\alpha}=\left.\mathbf{l}^{\alpha}\right|_{L}$. Then from Remark 1, we know $\widetilde{\mathbf{1}}^{\alpha}$ are left eigenvectors of $\left.S\right|_{L}$ with eigenvalues $2^{-|\alpha|}$. Denote

$$
\begin{equation*}
M=\operatorname{span}\left\{\tilde{\mathbf{l}}^{\alpha}: \quad|\alpha| \leq m\right\} . \tag{3.12}
\end{equation*}
$$

Then for any control vector sequences in $M$, which is a linear combination of eigenvectors, its corresponding limiting surface on $[-1,1] \times[0,1]$ is a polynomial of (total) degree up to $m$.

For the space $l(L)^{2}, l(L)^{2}=M \oplus M^{\perp} . \widetilde{\mathbf{l}}^{\alpha},|\alpha| \leq m$ and a basis in the $M^{\perp}$ consist of a basis of $l(L)^{2}$. Under this basis of $l(L)^{2}$, the matrix representation of the operator $A$ is

$$
\tilde{A}=\left[\begin{array}{cc}
A_{0,0} & A_{0,1}  \tag{3.13}\\
\mathbf{0} & A_{1,1}
\end{array}\right],
$$

where $A_{0,0}=\operatorname{diag}\left(1,2^{-1}, 2^{-1}, \cdots, 2^{-m}\right)$. Moreover, it is easy to get that the matrix representation of the operator $B$ can be written as

$$
\widetilde{B}=\left[\begin{array}{cc}
B_{0,0} & B_{0,1}  \tag{3.14}\\
\mathbf{0} & B_{1,1}
\end{array}\right]
$$

and $B_{0,0}$ is upper triangular matrix with the diagonal entries: $1,2^{-1}, 2^{-1}, \cdots, 2^{-m}$.

In the next theorem, as in [26], we give a Hölder smoothness estimate of $F$ in terms of the $\left(L_{\infty}\right)$ joint spectral radius of $A_{1,1}, B_{1,1}$. For a finite set $\mathcal{A}$ of operators acting on a fixed finite-dimensional space $V$, the joint spectral radius $\rho_{\infty}(\mathcal{A})$ of $\mathcal{A}$ is defined by

$$
\rho_{\infty}(\mathcal{A}):=\lim _{l \rightarrow \infty}\left\|\mathcal{A}^{l}\right\|_{\infty}^{1 / l}
$$

where

$$
\left\|\mathcal{A}^{l}\right\|_{\infty}:=\max \left\{\left\|A_{1} \cdots A_{l}\right\|: A_{n} \in \mathcal{A}, 1 \leq n \leq l\right\}
$$

Here, the operator norm $\|\cdot\|$ is induced by the norm on $V$ and the value of $\rho_{\infty}(\mathcal{A})$ does not depend on the choice of the norm. The joint spectral radius $\rho_{\infty}(\mathcal{A})$ was introduced by Rota and Strang [33], and it has been used for the existence and the smoothness analysis of refinable functions, see e.g., [10, 11, 9, 22, 21].

Theorem 2. Suppose $V_{0}$ defined by (2.16) reproduces polynomials of total degree $m$ with (2.27) and (2.28) holding. Assume that $\mathbf{S}$ has $C^{m+\alpha}$ smoothness far away from the $y$-axis with $0<\alpha \leq 1$. If $\rho_{\infty}\left(A_{1,1}, B_{1,1}\right)<2^{-(m+\alpha)}$, then $\mathbf{S}$ is $C^{m+\alpha}$.

Proof. By above discussion, we need only to consider $\mathbf{V}^{0}=\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k}}$ with $\mathbf{v}_{\mathbf{k}}^{0}=[0,0]$ if $\mathbf{k} \notin L$. By Lemma 1, it is enough to prove that

$$
\begin{equation*}
H\left(D^{m} \mathbf{V S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq c \tag{3.15}
\end{equation*}
$$

for all $0 \leq j \leq 2^{n}, n \geq 0$.
For the space $l(L)^{2}$, write $l(L)^{2}=M \oplus M^{\perp}$ with $M$ defined in (3.12). With $\widetilde{\mathbf{V}}=$ $\left\{\mathbf{v}_{\mathbf{k}}^{0}\right\}_{\mathbf{k} \in L} \in l(L)^{2}$, write $\widetilde{\mathbf{V}}=\mathbf{V}^{1}+\mathbf{V}^{2}$, where $\mathbf{V}^{1} \in M$ and $\mathbf{V}^{2} \in M^{\perp}$. Thus,

$$
\begin{equation*}
H\left(D^{m} \widetilde{\mathbf{V}} \mathbf{S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq H\left(D^{m} \mathbf{V}^{1} \mathbf{S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right)+H\left(D^{m} \mathbf{V}^{2} \mathbf{S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \tag{3.16}
\end{equation*}
$$

By the definition of the space $M$, we know that $\mathbf{V}^{1} \mathbf{S}^{\infty}$ is a polynomial of total degree no more than $m$, and hence, its $m$ th order derivatives are either zero or constant. Therefore, $\mathbf{V}^{1} \mathbf{S}^{\infty}$ has zero Hölder exponent. Thus if we show

$$
\begin{equation*}
H\left(D^{m} \mathbf{V}^{2} \mathbf{S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq c \tag{3.17}
\end{equation*}
$$

for $0 \leq j \leq 2^{n}, n \geq 0$, then we have (3.15) and hence, we prove Theorem 2.
Next let us prove (3.17). By (3.11), we have

$$
\begin{equation*}
H\left(D^{m} \mathbf{V}^{2} \mathbf{S}^{\infty}, \alpha, 2^{-n} \mathcal{E}^{j} W\right) \leq 2^{n(m+\alpha)} c\left\|\mathbf{V}^{2} \mathbf{S}^{n}\right\|_{\infty, \mathcal{E} j L} \tag{3.18}
\end{equation*}
$$

 for $j$ with $0 \leq j \leq 2^{n}$, we have

$$
\begin{aligned}
& \left(\widetilde{\mathbf{V}^{2} \mathbf{S}^{n}}\right)_{j}=\left(\widetilde{\mathbf{V}^{2}}\right)_{0} A_{\epsilon_{0}} A_{\epsilon_{1}} \cdots A_{\epsilon_{n-1}} \\
& =\mathbf{V}^{2} A_{\epsilon_{0}} A_{\epsilon_{1}} \cdots A_{\epsilon_{n-1}} \\
& =\left.\left.\left.\mathbf{V}^{2} A_{\epsilon_{0}}\right|_{M^{\perp}} A_{\epsilon_{1}}\right|_{M^{\perp}} \cdots A_{\epsilon_{n-1}}\right|_{M^{\perp}} .
\end{aligned}
$$

By the definition of $\infty$-norm joint spectral radius, we reach

$$
\left\|\mathbf{V}^{2} \mathbf{S}^{n}\right\|_{\infty, \mathcal{E}^{j} L} \leq c\left(\rho_{\infty}\left(\left.\widetilde{A}\right|_{M^{\perp}},\left.\widetilde{B}\right|_{M^{\perp}}\right)+\epsilon\right)^{n},
$$

for some constant $c$ independent of $n$. Moreover, by the structures of $\widetilde{A}$ and $\widetilde{B}$ as shown in (3.13) and (3.14) respectively, we know

$$
\rho_{\infty}\left(\left.\widetilde{A}\right|_{M^{\perp}},\left.\widetilde{B}\right|_{M^{\perp}}\right)=\rho_{\infty}\left(A_{1,1}, B_{1,1}\right) .
$$

Thus the assumption $\rho_{\infty}\left(A_{1,1}, B_{1,1}\right)<2^{-(m+\alpha)}$ implies

$$
\left\|\mathbf{V}^{2} \mathbf{S}^{n}\right\|_{\infty, \mathcal{E}^{j} L} \leq c 2^{-n(m+\alpha)}
$$

This and (3.18) lead to (3.17), as desired. The proof is completed.

## $4 C^{1}$ and $C^{2}$ interpolatory quad/triangle schemes for regular vertices

In this section, we construct $C^{1}$ and $C^{2}$ matrix-valued interpolatory quad/triangle schemes, and apply them for surface design. $C^{2}$ interpolatory with templates given in Fig. 2 and $C^{2}$ interpolatory scheme with templates given in Fig. 3 are used for quad and triangle vertices not near the y-axis. The procedure to construct quad/triangle schemes is described as follows. First we give (symmetric) interpolatory masks such that the schemes can reproduce polynomials up to certain degrees. The masks are given by some parameters, and hence $A_{1,1}$ and $B_{1,1}$ in (3.13) and (3.14) are also given by parameters. The next step is to choose these parameters such that $\rho_{\infty}\left(\left\{A_{1,1}, B_{1,1}\right\}\right)$ is as small as possible. It is difficult in general to find the joint spectral radius $\rho_{\infty}$. Instead, we consider sequences of lower and upper estimates $\underline{\rho}_{\infty}^{l}$ and $\bar{\rho}_{\infty}^{l}$ which are defined as

$$
\begin{aligned}
& \underline{\rho}_{\infty}^{l}:=\max \left\{\rho\left(A_{1} \cdots A_{l}\right)^{1 / l}: A_{n} \in\left\{A_{1,1}, B_{1,1}\right\}, 1 \leq n \leq l\right\}, \\
& \bar{\rho}_{\infty}^{l}:=\max \left\{\left\|A_{1} \cdots A_{l}\right\|_{2}^{1 / l}: A_{n} \in\left\{A_{1,1}, B_{1,1}\right\}, 1 \leq n \leq l\right\},
\end{aligned}
$$

and satisfy

$$
\underline{\rho}_{\infty}^{l} \leq \rho_{\infty}\left(\left\{A_{1,1}, B_{1,1}\right\}\right) \leq \bar{\rho}_{\infty}^{l},
$$

where $\rho\left(A_{1} \cdots A_{l}\right)$ means spectral radius of $A_{1} \cdots A_{l},\|\cdot\|_{2}$ denotes the spectral norm for matrix operators. Set

$$
\boldsymbol{\sigma}_{\infty}:=-\log _{2} \rho_{\infty}\left(\left\{A_{1,1}, B_{1,1}\right\}\right), \quad \overline{\boldsymbol{\sigma}}^{l}:=-\log _{2} \underline{\rho}_{\infty}^{l}, \quad \underline{\boldsymbol{\sigma}}^{l}:=-\log _{2} \bar{\rho}_{\infty}^{l}
$$

From Theorem 2, we know the limiting surface $F(\mathbf{x})$ is in $C^{\boldsymbol{\sigma}_{\infty}-\epsilon}$ for any $\epsilon>0$. From $\underline{\boldsymbol{\sigma}}^{l} \leq \boldsymbol{\sigma}_{\infty}$, we have the estimate: for $\epsilon>0$,

$$
F(\mathbf{x}) \in C^{\underline{\sigma}^{l}-\epsilon}
$$

for any $l>0$.


Figure 8: Templates of $C^{1}$ interpolatory scheme for "even" vertices (left) and "odd" vertices (right) on the $y$-axis
$C^{1}$-interpolatory scheme We consider a quad/triangle scheme with matrix-valued templates for nodes on the y-axis shown in Fig. 8, where

$$
\begin{aligned}
& G=\left[\begin{array}{cc}
1 & 2 \eta_{2}-22 \eta_{1}-1 \\
0 & \frac{1}{4}-8 \eta_{1}
\end{array}\right], V=\left[\begin{array}{cc}
0 & \frac{1}{2}+\eta_{1}-\eta_{2} \\
0 & -\eta_{1}
\end{array}\right] \\
& U=\left[\begin{array}{cc}
0 & 5 \eta_{1} \\
0 & -\frac{5}{2} \eta_{1}
\end{array}\right], W=\left[\begin{array}{cc}
0 & 2 \eta_{1} \\
0 & -\eta_{1}
\end{array}\right], W_{1}=\left[\begin{array}{cc}
0 & 6 \eta_{1} \\
0 & -3 \eta_{1}
\end{array}\right] \\
& X=\left[\begin{array}{cc}
\frac{3}{8} & 0 \\
-6 \eta_{2} & -2 \eta_{2}
\end{array}\right], Y=\left[\begin{array}{cc}
\frac{1}{16} & 0 \\
3 \eta_{2}-\frac{1}{16} & \eta_{2}+\frac{1}{16}
\end{array}\right], Z=\left[\begin{array}{cc}
\frac{1}{8}, & 0 \\
6 \eta_{2}-\frac{1}{8}, & 2 \eta_{2}+\frac{1}{8}
\end{array}\right]
\end{aligned}
$$

with $\eta_{1}, \eta_{2} \in \mathbb{R}$. This scheme has the same sizes of templates as Stam-Loop's scheme. Because of the special structure of $G, U, V, W, W_{1}$, we know this is an interpolatory scheme, namely $v_{2 \mathbf{k}}^{\ell+1}=v_{\mathbf{k}}^{\ell}$, where $v_{\mathbf{k}}^{\ell}$ are the first components of the vectors $\left[v_{\mathbf{k}}^{\ell}, s_{\mathbf{k}}^{\ell}\right]$ after $\ell$ steps of subdivision iterations. The associated (vector-valued) basis function $\Phi=$ $\left[\varphi_{0}, \varphi_{1}, f_{0}, f_{1}, g_{0}, g_{1}\right]^{T}$ satisfies the nonhomogeneous refinement equation with nonzero $H_{k}, \mathbf{a}_{\mathbf{k}}, \mathbf{b}_{\mathbf{k}}, \mathbf{d}_{\mathbf{k}}$ are

$$
\begin{gathered}
H_{-2}=\left[\begin{array}{ccc}
V, & M, & 0 \\
W, & M, & 0 \\
U, & 0, & C
\end{array}\right], H_{-1}=\left[\begin{array}{ccc}
X, & K, & C \\
Y, & K, & 0 \\
Z, & 0, & B
\end{array}\right], H_{0}=\left[\begin{array}{ccc}
G, & J, & B \\
W_{1}, & J, & 0 \\
U, & 0, & B
\end{array}\right] \\
H_{1}=\left[\begin{array}{ccc}
X, & K, & B \\
Y, & K, & 0 \\
0, & 0, & C
\end{array}\right], H_{2}=\left[\begin{array}{ccc}
V, & M, & C \\
W, & M, & 0 \\
0, & 0, & 0
\end{array}\right]
\end{gathered}
$$

and

$$
\begin{aligned}
& \mathbf{a}_{2,0}=C, \mathbf{a}_{2,1}=\mathbf{a}_{2,-1}=D, \mathbf{a}_{-2,0}=L, \mathbf{a}_{-2,1}=\mathbf{a}_{-2,-1}=N, \mathbf{a}_{-2,2}=\mathbf{a}_{-2,-2}=M, \\
& \mathbf{b}_{-2,0}=R, \mathbf{b}_{-2,1}=\mathbf{b}_{-2,-1}=J, \mathbf{b}_{-2,2}=\mathbf{b}_{-2,-2}=L, \\
& \mathbf{b}_{-3,0}=J, \mathbf{b}_{-3,1}=\mathbf{b}_{-3,-1}=K, \mathbf{b}_{-3,2}=\mathbf{b}_{-3,-2}=M, \\
& \mathbf{b}_{-4,0}=L, \mathbf{b}_{-4,1}=\mathbf{b}_{-4,-1}=M, \mathbf{b}_{-4,2}=\mathbf{b}_{-4,-2}=N, \\
& \mathbf{d}_{2,-1}=P, \mathbf{d}_{2,0}=\mathbf{d}_{2,-2}=B, \mathbf{d}_{2,1}=\mathbf{d}_{2,-3}=D, \\
& \mathbf{d}_{3,-1}=\mathbf{d}_{3,-2}=B, \mathbf{d}_{3,0}=\mathbf{d}_{3,-3}=C, \mathbf{d}_{4,-1}=C, \mathbf{d}_{4,0}=\mathbf{d}_{4,-2}=D .
\end{aligned}
$$

This scheme reproduces linear polynomials (but not all quadratic polynomials), see [24] for the details. For $\eta_{1}, \eta_{2}$ near $(0,0)$, resulting scheme is $C^{1}$. On the left of Fig. 9, we show $\boldsymbol{\sigma}^{10}$ for different $\eta_{1}, \eta_{2}$. We find if we choose

$$
\begin{equation*}
\eta_{1}=\frac{7}{64}, \eta_{2}=\frac{1}{128}, \tag{4.1}
\end{equation*}
$$

then $\boldsymbol{\sigma}^{10}=1.4604$. $\boldsymbol{\sigma}^{10}$ for $\left(\eta_{1}, \eta_{2}\right)$ near $\left(\frac{7}{64}, \frac{1}{128}\right)$ is given on the right of Fig. 9. We also calculate that $\boldsymbol{\sigma}^{18}=1.7000$ for the scheme with $\eta_{1}, \eta_{2}$ in (4.1). Thus we conclude that this scheme is at least in $C^{1.7000}$. We also observe that for this scheme, $\overline{\boldsymbol{\sigma}}^{l}=2.0000,1 \leq l \leq 18$.



Figure 9: $\underline{\boldsymbol{\sigma}}^{10}$ near the origin (left) and near $\eta_{1}=\frac{7}{64}, \eta_{2}=\frac{1}{128}$ (right)


Figure 10: Templates of $C^{2}$ interpolatory scheme for "even" vertices (top-left) and "odd" vertices (top-right) on the y-axis, templates for "even" vertices (bottom-left), and "odd" vertices (bottom-middle and bottom-right) on right and near the y-axis
$C^{2}$-interpolatory scheme To construct $C^{2}$ interpolatory scheme, we consider a scheme with matrix-valued templates for nodes near the y-axis shown in Fig. 10, where

$$
W=\left[\begin{array}{cc}
0 & 7 t_{1}+t_{2} \\
0 & -4 t_{1}
\end{array}\right], W_{1}=\left[\begin{array}{cc}
0, & 6 t_{2}-9 t_{1} \\
0, & -t_{1}-t_{2}
\end{array}\right], V=\left[\begin{array}{cc}
0, & t_{1}+5 t_{2} \\
0, & -16 t_{1}
\end{array}\right],
$$

$$
\begin{aligned}
& U=\left[\begin{array}{cc}
0, & \frac{5}{2} t_{1}+4 t_{2} \\
0, & \frac{29}{2} t_{1}-4 t_{2}
\end{array}\right], G=\left[\begin{array}{cc}
1, & -12 t_{1}-26 t_{2} \\
0, & \frac{1}{4}+2 t_{1}-7 t_{2}
\end{array}\right], X=\left[\begin{array}{cc}
\frac{3}{8}, & 4 t_{1} \\
-7 t_{1}, & 7 t_{1}
\end{array}\right], \\
& Y=\left[\begin{array}{cc}
\frac{1}{16}, & -2 t_{1} \\
7 t_{1}-\frac{1}{16} & \frac{1}{8}-21 t_{1}
\end{array}\right], Z=\left[\begin{array}{cc}
\frac{1}{8}, & -4 t_{1} \\
-\frac{1}{8}, & 36 t_{1}
\end{array}\right], \quad B_{1}=\left[\begin{array}{cc}
\frac{11}{32}, & \frac{1}{32} \\
2 t_{1}-t_{2}, & t_{2}
\end{array}\right], \\
& C_{1}=\left[\begin{array}{cc}
\frac{9}{64}, & -\frac{1}{64} \\
-4 t_{1}, & t_{1}
\end{array}\right], \quad C_{2}=\left[\begin{array}{cc}
\frac{1}{8}, & 0 \\
0, & 0
\end{array}\right], \quad C_{3}=\left[\begin{array}{cc}
\frac{1}{64}, & -\frac{1}{64} \\
2 t_{1}+t_{2}-\frac{1}{8}, & \frac{1}{8}-t_{1}-t_{2}
\end{array}\right], \\
& B_{2}=\left[\begin{array}{cc}
\frac{3}{8}, & 0 \\
-\frac{111}{1024}, & \frac{133}{1024}
\end{array}\right], \quad D_{1}=\left[\begin{array}{cc}
0, & \frac{625}{2048} \\
0, & 6 t_{1}
\end{array}\right], \quad P_{1}=\left[\begin{array}{cc}
1, & -\frac{1785}{1724} \\
0, & -\frac{17}{32}-12 t_{1}
\end{array}\right] .
\end{aligned}
$$

The nonzero $H_{k}$ in the nonhomogeneous refinement equation is

$$
\begin{aligned}
H_{-2} & =\left[\begin{array}{ccc}
V, & M, & C_{3} \\
W, & M, & 0 \\
U, & 0, & C
\end{array}\right], H_{-1}=\left[\begin{array}{ccc}
X, & K, & C_{1} \\
Y, & K, & 0 \\
Z, & 0, & B
\end{array}\right], H_{0}=\left[\begin{array}{ccc}
G, & J, & B_{1} \\
W_{1}, & J, & 0 \\
U, & 0, & B
\end{array}\right], \\
H_{1} & =\left[\begin{array}{ccc}
X, & K, & B_{1} \\
Y, & K, & 0 \\
0, & 0, & C
\end{array}\right], H_{2}=\left[\begin{array}{ccc}
V, & M, & C_{1} \\
W, & M, & 0 \\
0, & 0, & 0
\end{array}\right], H_{3}=\left[\begin{array}{ccc}
0, & 0, & C_{3} \\
0, & 0, & 0 \\
0, & 0, & 0
\end{array}\right],
\end{aligned}
$$

and the corresponding nonzero $\mathbf{a}_{j, k}, \mathbf{b}_{j, k}, \mathbf{d}_{j, k}$ are the same as those for the Example 1 except that

$$
\mathbf{a}_{2,0}=C_{2}, \mathbf{d}_{2,0}=\mathbf{d}_{2,-2}=B_{2}, \mathbf{d}_{2,-1}=P_{1}, \mathbf{d}_{2,1}=\mathbf{d}_{2,-3}=D_{1} .
$$

This scheme reproduces all quadratic polynomials, see [24] for the detailed discussion. For $t_{1}, t_{2}$ near $(0,0)$, resulting scheme is $C^{2}$. On the left of Fig. 11, we show $\underline{\boldsymbol{\sigma}}^{10}$ for different $t_{1}, t_{2}$. We find if we choose

$$
t_{1}=\frac{1}{128}, t_{2}=\frac{27}{256},
$$

then $\boldsymbol{\sigma}^{10}=2.2338$. $\boldsymbol{\sigma}^{10}$ for $\left(t_{1}, t_{2}\right)$ near $\left(\frac{1}{128}, \frac{27}{256}\right)$ is given on the right of Fig. 11. We also calculate that $\underline{\boldsymbol{\sigma}}^{18}=2.5241$ for this scheme. Thus we conclude that this scheme is at least in $C^{2.5241}$. We also observe that for this scheme, $\overline{\boldsymbol{\sigma}}^{2 l-1}=2.8710, \overline{\boldsymbol{\sigma}}^{2 l}=2.8691,1 \leq l \leq 9$.

In the rest of this section, we apply the above $C^{1}$ interpolatory quad/triangle scheme to two very simple initial control quad/triangle nets. There are a few extraordinary quad/triangle vertices on these two nets. Recall that a quad/triangle vertex is called regular if it is surrounded by 2 adjacent quads and 3 adjacent triangles. Otherwise it is called an extraordinary quad/triangle vertex. Here we will not provide $C^{1}$ schemes for extraordinary quad/triangle vertices, which turns out to be a difficult problem. Instead, in the following we just follow the ideas in [35] to provide a 1-ring interpolatory scheme for extraordinary quad/triangle vertices with its $C^{1}$ smoothness not proved. Next, let us state the scheme for extraordinary quad/triangle vertices in [35].



Figure 11: $\boldsymbol{\sigma}^{10}$ near the origin (left) and near $t_{1}=\frac{1}{128}, t_{2}=\frac{27}{256}$ (right)


Figure 12: Template of local averaging rule for extraordinary quad/triangle vertices
Let $n_{e}$ be the number of edges emanating from an extraordinary vertex and let $n_{q}$ be the number of quads surrounding this vertex. Then the scheme for this extraordinary vertex in [35] is given as follows: the weight $A$ for the extraordinary vertex, the weights $p, p_{1}, p_{2}$ for for the vertex between two triangles, for the vertex between one triangle and one quad, and for the vertex between two quads respectively, the weight $q$ for the vertex which is on one quad and opposite to the extraordinary vertex (see Fig. 12) are given by

$$
A=2 \beta+\frac{\beta}{2} n_{e}+\frac{\beta}{8} n_{q}, p=\frac{\beta}{2}, p_{1}=\frac{5}{8} \beta, p_{2}=\frac{3}{4} \beta, q=\frac{1}{8} \beta,
$$

where $\beta$ is determined by $2 \beta+\beta n_{e}+\frac{1}{2} \beta n_{q}=1$, namely,

$$
\begin{equation*}
\beta=\frac{1}{2+n_{e}+n_{q} / 2} . \tag{4.2}
\end{equation*}
$$

For the matrix-valued $C^{1}$ interpolatory quad/triangle scheme for regular vertices constructed above, the weights $A, p, p_{1}, p_{2}$ and $q$ for extraordinary vertices are $2 \times 2$ matrices. Here we choose

$$
A=\left[\begin{array}{cc}
1 & \gamma \xi_{1} \\
0 & \gamma \xi_{2}
\end{array}\right], p=\frac{\beta}{2} \boldsymbol{\tau}, p_{1}=\frac{5}{8} \beta \boldsymbol{\tau}, p_{2}=\frac{3}{4} \beta \boldsymbol{\tau}, q=\frac{1}{8} \beta \boldsymbol{\tau}
$$



Figure 13: Initial quad/triangle net (top-left) and subdivided quad/triangle meshes
where $\beta$ is define by (4.2),

$$
\boldsymbol{\tau}=\left[\begin{array}{ll}
0, & \xi_{1} \\
0, & \xi_{3}
\end{array}\right]
$$

for some $\xi_{1}, \xi_{2}, \xi_{3} \in \mathbb{R}$, and

$$
\begin{equation*}
\gamma=-\left(\frac{\beta}{2} n_{e}+\frac{3}{8} \beta n_{q}\right) . \tag{4.3}
\end{equation*}
$$

The choice of $\gamma$ in (4.3) assures $\left[\mathbf{y}_{0}, \mathbf{y}_{0}, \cdots, \mathbf{y}_{0}\right]$ with $\mathbf{y}_{0}=[1,0]$ to be the left 1-eigenvector of the subdivision matrix. There are many different choices of $\xi_{1}, \xi_{2}, \xi_{3}$. Here we simply choose $\xi_{1}=10, \xi_{2}=\frac{14}{11}$ and $\xi_{3}=-\frac{7}{2}$ based on the values in the entries of matrices $D$, $J, L$ given in (1.6) and (1.7).

When we apply this $C^{1}$ interpolatory quad/triangle scheme to the initial quad/triangle net in the top-left of Fig. 13 with the shape control parameters $s_{k}=-2 v_{k}$, we have subdivided polyhedra with iteration steps $1,2,3$ and 4 shown in Fig. 13. In this initial net, there are two extraordinary triangle vertices $v_{k}$ for which the interpolatory local averaging rule for extraordinary triangle vertices in [7] is applied. Fig. 14 shows another example with this interpolatory quad/triagle scheme applied to an initial quad/triangle net (in top-left) with $s_{k}=t_{k} v_{k}$, where $t_{k}=-\frac{3}{5}$ for 4 vertices on the top quad and 4 vertices on the bottom quad of the net, and $t_{k}=-\frac{1}{2}$ for other 16 vertices. The choice of $s_{k}$ is another issue we need to consider. Results on this topic will appear elsewhere.
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Figure 14: Initial quad/triangle net (top-left) and subdivided quad/triangle meshes
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