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Abstract

This paper is about the construction of univariate wavelet bi-frames with each framelet
being symmetric. As bivariate filter banks are used for surface multiresolution processing,
it is required that the corresponding decomposition and reconstruction algorithms have high
symmetry so that it is possible to design the corresponding multiresolution algorithms for
extraordinary vertices. For open surfaces, special multiresolution algorithms are designed
to process boundary vertices. When the multiresolution algorithms derived from univariate
wavelet bi-frames are used as the boundary algorithms, it is desired that not only the scaling
functions but also all framelets be symmetric. In addition, the algorithms for curve/surface
multiresolution processing should be given by templates so that they can be easily imple-
mented.

In this paper, first, by appropriately associating the lowpass and highpass outputs to the
nodes of Z, we show that both biorthogonal wavelet multiresolution algorithms and bi-frame
multiresolution algorithms can be represented by templates. Then, using the idea of the lifting
scheme, we provide frame algorithms given by several iterative steps with each step represented
by a symmetric template. Finally, with the given templates of algorithms, we obtain the
corresponding filter banks and construct bi-frames based on their smoothness and vanishing
moments. Two types of symmetric bi-frames are studied in this paper. In order to provide
a clearer picture on the template-based procedure for bi-frame construction, in this paper we
also consider the template-based construction of biorthogonal wavelets. The approach of the
template-based bi-frame construction introduced in this paper can be extended easily to the
construction of bivariate bi-frames with high symmetry for surface multiresolution processing.
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1 Introduction

This paper studies the biorthogonal wavelet (affine) frames for curve multiresolution processing.
Compared with (bi)orthogonal wavelet systems, the elements in a frame system may be linearly
dependent, namely, frames can be redundant. The redundancy property is not only useful in some
applications (see e.g., [4]-[7], [53]), it also provides a flexibility for the construction of framelets
with short support. The property of short support, or equivalently the small size of templates of
frame multiresolution algorithms, is important in curve/surface multiresolution processing.

*Q. Jiang is with the Department of Mathematics and Computer Science, University of Missouri-St. Louis, St.
Louis, MO 63121, USA, e-mail: jiangq@umsl.edu.



Let (-,-) and || - []2 := (-, >% denote the inner product and the norm of L?(IR). A system
G C L*(R) is called a frame of L?(IR) if there are two positive constants A and B such that

AlIFIE < D KF o) < BIFIZ,  Vf € L*(R).

geG

When A = B, G is called a tight frame. The reader is referred to [1], [9], [16], [19], [26], [35],
[47], [48] for discussions on frames. In this paper, we consider wavelet (or affine) frames that are
generated by the dilations and shifts of a set of functions. More precisely, for a function f on
R, denote fjx(z) = 27/2f(27x — k). Functions (V) ¢ on R are called wavelet framelets (or

generators), just called framelets in this paper, if G = {q/)J(lk)( ), @bj( i (@) }jkez is a frame. In this

case, G is called a wavelet (or an affine) frame. A wavelet frame could be generated by more than
two framelets. In this paper we focus on frames with two framelets. There are many papers on
the theory and construction of wavelet frames, see e.g., [3], [8], [10]-[16], [20]-[22], [24], [27]-[34],
[39], [40], [43], [46]-][52].

For a sequence {pi}rez of real numbers with finitely many py nonzero, let p(w) denote the
finite impulse response (FIR) filter (also called symbol) with its impulse response coefficients py
(here a factor 1/2 is multiplied for convenience):

E:l’e iw.
keZ

For an FIR filter bank {p(w), ¢ (w),¢? (w)}, called a frame filter bank in this paper, denote

p(w) plw+ )
M, ) g (W) = D(w) ¢D(w+m) |. (1)
1) @@+

A pair of frame filter banks {p, ¢, ¢®} and {p, V), §?} is said to be biorthogonal if M, ) 4@ (W)
and M5 0) 52) (w) defined by (1) satisfy

M, o) 4@ (W) M50y 70 (W) = Iz, w € R.

Throughout this paper, M* denotes the complex conjugate and transpose of a matrix M.
For a pair of FIR frame filter banks {p, ¢!, ¢®®} and {p,§",§?}, let ¢ and ¢ denote the
associated refinable (or scaling) functions satisfying the refinement equations

Zpk¢ 2r — Zpkd) 20 —
and let ¢ w ,£ = 1,2 be the functions defined by

qu (2z — k Z If (2z — k

k

We say that () A0 =12 generate blorthogonal wavelet frames (bl—frames for short)
of L?(IR) or dual wavelet frames of L*(R) if {1/1]-7k( x), j,k( )}jkez and {wj,k( )71/’](',k( z)}ikez
are frames of L?(IR) and that for any f € L?(R), f can be written as (in L?-norm)

f_z Z (€)

(=1,2 j,keZ
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The Mixed Unitary Extension Principle (MUEP) of [48] (also see [21]) states that if {p, ¢(1), ¢?}

and {p,q1),§?} are biorthogonal, ¢, ¢ € L2(]R) with $(0)$(0) # 0, and that p(0) = p(0) = 1,
p(m) = p(n) = ¢00) = §9(0) = O then 1 () ¢ = 1,2 generate bi-frames of L?(IR).

For a frame filter bank {p,q ), q(Q)}, when it is used as the analysis filter bank, the frame
multiresolution decomposition algorithm for input data {cx} is

Zpk 2nChk; d(l qu onCk>s d(2 qu 2n,Ck- (2)

kEZ kEZ kGZ

If an FIR frame filter bank {p, ¢!, §®} is biorthogonal to {p, ¢!, ¢}, then {c;} can be recovered

from &, and d, d'?:

Cr = Z Dk—2nCn + Z a§€1)2n (1) + Z A(Q) om n2)’ keZ. (3)
nez neZ neZ

(3) is called the frame multiresolution reconstruction algorithm, and {p,§"),§®} is called the
(frame) synthesis filter bank. {¢x} is called the “approximation” of {cy }, {d,(gl)}k and {d,(f)}k

the “detail” of {cg}x. {Ck}r and {d,(cl)}k, {d,(f) }i are also called the lowpass output and highpass
outputs of {cg} respectively.

When filter banks are used for surface multiresolution processing, two issues need to be ad-
dressed. The first one is that the algorithms should be given by templates so that the algorithms
can be easily implemented. The second issue is the symmetry of the filters. Unlike an image,
a set of 2-D data, a surface (mesh) is an object in 3-D space that consists of not only regular
vertices but also extraordinary vertices in general, while the algorithms for surface processing are
derived from 2-D filter banks and the algorithm templates are given in the 2-D parametric plane.
Thus it is required that these algorithms and templates have high symmetry so that they can be
easily implemented for surface processing and that one can design the corresponding algorithm
templates for extraordinary vertices. The reader is referred to [2, 44, 45, 54, 56, 57] for surface
multiresolution processing.

For open surfaces, besides multiresolution algorithms for interior vertices on these surfaces,
special algorithms are designed to process boundary vertices, see e.g. [57]. These special algo-
rithms for boundary vertices can be derived from 1-D wavelets or frames. When 1-D bi-frames are
used as boundary algorithms, we also need to consider the two issues mentioned above: template
representation and symmetry. For the first issue, using the idea in our recent work [42, 41], where
templates of multiresolution algorithms derived from 2-D wavelets are obtained, we will have the
corresponding algorithm templates when we appropriately associate cg, d,(cl), d,(f) with the nodes
of Z. For the symmetry issue, it is required that all the 1-D algorithm templates of the lowpass
and highpass analysis algorlthms and the synthesis algorithm be symmetric, or equivalently, not
only ¢, d), but also all 1) w ,£ =1,2 are symmetric. We say a frame has uniform symmetry
if its associated refinable functlon and each of its framelets are symmetric.

The construction of 1-D wavelet tight frames and bi-framelets has been studied in many papers,
see e.g., [10, 11, 12, 21, 22, 31, 33, 39, 50, 51, 52]. However, not all framelets are symmetric. Except
a few framelets in [12, 21], to the author’s best knowledge, at least one of the constructed 1-D
framelets in the literature is antisymmetric. While the uniformly symmetric framelets in [12, 21]
are constructed by the Mixed Oblique Extension Principle (MOEP) that is based a vanishing
moment recovery function (or a fundamental function of the parent vectors). The MOEP-based



framelets result in multiresolution algorithms not as simple as the MUEP-based algorithms in
(2) and (3). On the other hand, a small size of algorithm templates is critical for curve/surface
multiresolution processing. Thus, we choose to use MUEP for the construction, and we will
start with symmetric templates of small size (as small as possible) with the templates given by
some parameters. Then we select the parameters such that the resulting framelets have optimal
smoothness and vanishing moments. If the templates with a particular size cannot yield desired
framelets, then we consider templates with a bigger size. Since the templates are symmetric, the
resulting frames have uniform symmetry. The constructed symmetric bi-frames are optimal in the
sense that with templates of particular (small) sizes, they achieve the highest smoothness and/or
vanishing moment orders.

The lifting scheme is a powerful method to construct biorthogonal filter banks, see [55, 18].

Recently, based on the lifting scheme method, biorthogonal wavelets with high symmetry for
surface multiresolution processing have been constructed in [2, 56, 57, 42, 41]. In this paper use
the lifting scheme to construct bi-frames. More precisely, the procedure of our construction is
that first we start with symmetric templates of the decomposition and reconstruction algorithms.
These algorithm templates are given by several iterative steps with each step given by a template
(the idea of the lifting scheme is used in this stage of our procedure). Then we obtain the
corresponding bi-frame filter banks that are given by some parameters. Finally, we select the
parameters based on the smoothness and vanishing moments of framelets.
Different ways to associate ¢; and d,(:), d,(f) with the nodes of Z will result in different tem-
plates for the decomposition algorithm (2) and the reconstruction algorithm (3). In this paper
we give two ways of the association that result in two types of frames, called type I and type II
frames respectively. To provide a clearer picture on our procedure for bi-frame construction, we
first consider a similar procedure for the template-based construction of biorthogonal wavelets.
The rest of this paper is organized as follows. In §2, we show how the association of biorthogo-
nal wavelet lowpass and highpass outputs to the nodes of Z results in multiresolution algorithm
templates, and discuss how to get the biorthogonal filter banks corresponding to given multires-
olution algorithm templates. The construction of bi-frames of type I and type II are investigated
in §3 and §4 respectively. In §4, we also construct 4-point interpolatory subdivision scheme-based
bi-frames.

2 Biorthogonal wavelets and associated multiresolution algorithm
templates

FIR filter banks {p,q} and {p, ¢} are said to be biorthogonal or they are perfect reconstruction
(PR) filter banks if they satisfy the biorthogonal conditions:

pW)p(w) + pw + mp(w +7) = 1,
p(w)g(w) +plw+mMgw+7m) =0, we R (4)
q(Ww)g(w) + g(w+ m)g(w + ) = 1.

Suppose lowpass filters p and p satisfy the first equation in (4). Let ¢ and ¢ be the highpass filters
given by ¢, = (=1)""'p1_,, and ¢, = (—=1)""'p;_,. Then {p,q} and {p,§} are biorthogonal, see
[17].

The multiresolution decomposition algorithm with an analysis filter bank {p, ¢} for input data



{er} is

~ 1 1
Cn = 5 Z Pk—2nCk, dn = 5 Z qk—2nCk- (5)
keZ keZ
When the synthesis filter bank {p, g} is biorthogonal to {p, ¢}, then {c;} can be recovered from
¢n and d,, by the multiresolution reconstruction algorithm:

Cr = Z ﬁkuHEn + Z akundn; keZ. (6)
neZz neZ

{Ck}, {di}i are called the “approximation” (or “lowpass output”) and the “detail” (or “highpass
output”) of {cy}r respectively. The decomposition algorithm can be applied to the “approxima-
tion” {¢,}, to get the “approximation” and “detail” of {¢,},. The reconstruction algorithm then
recovers {¢y, },, from its (coarsest) “approximation” and “details”.

When d,, = 0, then (6) is reduced to ¢, = Y, cz Pk—2nCn. This is the subdivision algorithm
with subdivision mask {py} to produce a finer polygon with vertices ¢; from a coarse polygon
with vertices ¢;.

Let p(w) = 5 3, pre~** be an FIR lowpass filter. We say p(w) has sum rule order M if

oWl =o, (7)

-1, =
p(0) =1, ——

W=T

for j =0,1,---, M — 1. Assume that p(w) is supported on [—K, K|, namely, p; = 0 for |k| > K,
where K is a positive integer. Let T}, be the transition operator matrix defined by
Tp = [A%*j]k,je[—K,K} ’ (8)
where A; = %ZNEZ DPn—jpn. We say T, to satisfy Condition Eif 1 is its simple eigenvalue and all
other eigenvalues A\ of T}, satisfy |A| < 1.
Suppose {p,q} and {p, ¢} are a pair of biorthogonal FIR filter banks. Then from the integer-
shift invariant multiresolution analysis theory (see e.g. [36]), if p, p have sum rule of order at least
1, and that the transition operator matrices 7, and 7’ > associated with p and p satisfy Condition

E, then ¢ and ¢ are biorthogonal duals: fR¢(x)$(x —k)dz = .,k € Z. Furthermore, ¥, 1,

deﬁneq by ﬁ(w) = q(%)(i(%),@/}(w) = N(%)q?(%) are biorthogonal waveletsl namely, {¥;i};rez
and {11 };kez are biorthogonal bases of L?(IR). Throughout this paper, f denotes the Fourier
transform of a function f on R.

A subdivision algorithm can be given by templates (or stencils) so that the algorithm can be
easily implemented. It is desirable that the multiresolution algorithms, which involve not only
lowpass filters but also highpass filters, should be represented by some templates. The key for
this is to associate appropriately ¢, dy, with the nodes of Z. Next, we describe the association.

Vg e_1 Vo [Sh) Vi V—l é—l Vo € Vi

@@ @0
Figure 1: Left: Original data {vy,ex}; Right: Decomposed data {v} and {€;}
For initial data {c}, denote

Vg = Cok, €k = Cok+1, k € Z. 9)



vg and ey are shown on the left of Fig. 1. Let {¢x} and {dx} be the lowpass and highpass outputs
with a filter bank {p, ¢}. Denote

Uy = Ck, € = di, k € 7. (10)

Thus the decomposition algorithm is to obtain ¥ and € from {v,e}, while the reconstruction
algorithm is to obtain {v, e} from v and €. If we associate vy and € with nodes 2k and 2k + 1
respectively (see the right of Fig. 1), then the decomposition algorithm and the reconstruction
algorithm can be given by templates. In the following, as an example, let us give the templates
for the multiresolution algorithms with a pair of biorthogonal filter banks from [17].

Let {p,q} and {p, ¢} be the pair of biorthogonal filter banks in [17] with nonzero coefficients

DPk» Pk» Qk» Gk given by

1 1 1131 1
N —[=.1.= 5o Dol =2 22 2 =
[p 17p07P1] [27 72]7 [p 2 7p2] [ 47272727 4}7
1 13 1 1 1 1
_ =[-- -2 _- _Z Gn.01.00] = [—=.1. —=1.
[q 1,40, 7q3] [ 4 9'9 9 4]7 [QO7QI7q2] [ 95 2]
Then the decomposition algorithm with {p, ¢} is
~ _1 1 1
Cn = 7C2n—1 + 5C2n + 7C2n+1,
T S S S DU | (11)
n = —gC2n—1 — 7C2n T 7C2n+1 — 7C2n+2 — 5C2n+3,
and the reconstruction algorithm with {p, ¢} can be written as
Cok = —4Ck—1 + 50k — 01 — 51 — 3k, (12)

Cokt1 = 5Ck + 5Ckt1 + dy.
With the notations in (9) and (10), the decomposition algorithm (11) can be written as

~ 1 1 1
Up = Zenfl + §Un + Zena ]3
€n—_,e 1— 50U +*€ — =0 1 — z€ 1,

and the reconstruction algorithm (12) can be written as

_ 1 3~ 1 1> 1>
Vg = —4Vk—1 1+ 50k — Vk41 — 5€k—1 — 5C€k; (14)
1~ | 1~ ~
ek = 5V + 5Vk+1 + €k-

Thus, the decomposition algorithm (13) to obtain vj (= ¢x) can be represented as the template
on the left of Fig. 2, and that to obtain € (= di) can be represented as the template on right
of Fig. 2. The reconstruction algorithm (14) can be represented as templates in Fig. 3 with the
left template to recover vy (= cox) and the right template to recover ex (= cor11). In Figs. 2 and
3, we have given the templates for k = 0. For the other values of k, the templates are the same
except for the changes of indices.

As mentioned in the introduction, symmetry of the algorithms (templates) is important for
curve/surface multiresolution processing. The above biorthogonal filter banks do result in sym-
metric templates as shown in Figs. 2 and 3. Actually, the biorthogonal filter banks with ¢ and
$ symmetric around the origin 0 in [17] also result in symmetric templates. Thus the templates
derived from these biorthogonal filters can be used to process the boundary vertices in surface
multiresolution processing.
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Figure 2: Left: Template for decomposition algorithm to get vy, (for k = 0); Right: Template for decom-
position algorithm to get €y, (for k =0)

-1/4 -1/2 3/2 -1/2 -1/4 1/2 1 1/z
\7_1 €1 \70 €o Vl \70 €o \71

Figure 3: Templates for reconstruction algorithm to recover vy (left) and to recover ey (right) for k =0

As mentioned above, our frame algorithms are given by iterative steps with each step of algo-
rithm being represented by a template. Since a frame has in general two or more generators (it has
two generators in this paper), more highpass filters are involved than biorthogonal wavelets. Thus,
the template-based construction of biorthogonal symmetric wavelets will give us a clearer idea
about our method for the construction of bi-frames. Next, let us consider a 2-step (biorthogonal
wavelet) multiresolution algorithm.

2-step Decomposition Algorithm:
Step 1. o = ${v —d(e_1 + o) }; (15)
Step 2. € = e — u(vy + v1). (16)

2-step Reconstruction Algorithm:

Step 1. e = €+ u(vp + 01); (17)
Step 2. v =00+ d(e_1 + ep). (18)
_d -d_ —u U=
e
€1 v €o Vo Vi

Figure 4: Left: Decomposition Step 1; Right: Decomposition Step 2

The decomposition algorithm is given in (15) and (16) and shown in Fig. 4, where b,d, u are
some constants. Namely, first we replace each v associated with an even node 2k by ¥ given in
(15). After that with the obtained v, we update e associated with an odd node 2k + 1 by € given
in (16). The algorithm to obtain the lowpass output v and highpass output € is very simple.

The reconstruction algorithm is given in (17) and (18) and shown in Fig. 5, where b, d, u are
the same constants in the decomposition algorithm. More precisely, first we replace each € of the
highpass output by e given in (17). This step recovers original data coi1 associated with odd
nodes. After that, with the obtained e, we replace ¥ of the lowpass output by v with the formula
given in (18). This step recovers original data cgy associated with even nodes. The reconstruction
algorithm is also very simple.

To choose the constants b, d, u, we need to study the properties of the corresponding wavelets.
To this regard, we first need to obtain the corresponding biorthogonal filter banks, denoted as
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Figure 5: Left: Reconstruction Step 1; Right: Reconstruction Step 2

{2p,2q}, and {2p,2q}. In the following, let us give the details about how to get {2p,2¢}, and

{2p,2¢}-
From (15), we have

- ~ 1 1
Cn = Up = g{vn - d(en—l + en)} = 5{0271 - d(CQn—l + 02n+1)}- (19)
This and (16) imply
dy, =ep, =ep — u(Up + Upt1)

1 1
= Copt1 — u(g{CQn —d(can—1+ cont+1)} + 5{02n+2 —d(can+1 + c2n13)})

4 2t Yen t eamin) — enrin + enni) (20)
Thus, comparing (19) and (20) with (5), we get the nonzero coefficients opg, 2gx of 2p(w), 2¢(w):
pz%,zp | = op1 = — 2
=2(14 24), 5q0 = 2q1 = — 2, 21 = 2q3 = — 2.
Therefore, the analysis filter bank is
() = 5 = T+ ), pgw) = (14 Ze - 21 4 e - B (el y o)

Next, let us obtain the synthesis filter bank {2p, 2¢}. From (17), we have
Cok1 = ek = € + U(Vg + Vky1) = dy + u(Cp + Cpp1)- (21)
This and (18) lead to

Cok = v = b +d(eg—1 + ex)
= bcy, + d{dp—1 +u(Ch—1 + ) + di, + u(¢y + Cpy1)}
= (b + 2du)cy, + du(Cr—1 + Cky1) + d(dg—1 + dy.). (22)

Thus, comparing (21) with (6) for odd k, we get that
2P1 = 2P-1 = U, 21 = 1,

and the other coefficients 9Poki1, 2Gok+1 with odd indices 2k + 1 are zero, while comparing (22)
with (6) for even k, we have that the nonzero opag, 2gax With even indices 2k are

2P0 = b+ 2du, 2p2 = 2p_2 = du, 2q2 = 2qo = d.

Hence, the synthesis filter bank is

N

N 1 . . . . ~ 1
op(w) = 5(() + 2du) + %(e W e (e 4 ) H(w) = Ee Yt (L),



Denote

1 _d elw
A1<w>—[_u(1iew> ?],A(](w)—[g s+ )], (23)
Al<w>:[}) “(lﬁe”)],ﬁow— P ‘f] (24)

Then {2p, 2¢q} and {2p, 2¢} can be written as

l 2P(w§ ] = A1 (2w) Ag(2w) [ i*iw ] : [ 2]3(W§ ] = %Al(%)go(%) l ifm ] :

2q(w 2q(w

The example above shows how to find biorthogonal filter banks corresponding to templates of
a multiresolution algorithm. In the following, we construct biorthogonal filters and bi-frame filters
with algorithms given by templates similar to that in Figs. 4 and 5. The corresponding filter
banks can be obtained similarly as we do above with {2p,2q} and {2p, 2¢}. The filters are given
by some parameters. We then choose the parameters based on the smoothness and vanishing
moments of framelets.

For an FIR (highpass) filter ¢(w), we say it has vanishing moments of order J if

jid@

= =0, 0<j<.

w=0

Clearly, if g(w) has vanishing moment order J and v is the compactly supported function defined
by @(w) =q( %)QE(%), where ¢ is a compactly supported function in L?(IR), then 1 has vanishing
moments of order J: -
/ Y(x)rlde =0, 0<j<J
— o
Most importantly, one can show that if ¢(w) has vanishing moment order J, then when it is used
as the analysis highpass filter, it annihilates discrete polynomials of degree less than J, namely,
when ¢, = P(k), where P is a polynomial with degree < J, then

1
d, = B Z Qk—onP(k) =0, neZ.
keZ

It is important in signal /image processing and other applications that highpass filters annihilate
discrete polynomials.

When we consider the smoothness of wavelets/framelets, we consider the Sobolev smoothness
in this paper. For s > 0, let W* denote the Sobolev space consisting of functions f(x) on IR with
Jr(1+|w]?)?| f(w)[Pdw < oo. Clearly, if f € W* with s > %, then f is in the Holder space Cs=3¢
for any € > 0. The Sobolev smoothness of a scaling function ¢ can be given by the eigenvalues
of T, where p is the associated lowpass filter. More precisely, assume that p(w) has sum rule
order m. Denote Sy, = spec(Tp)\{1,3, .-+, zn=1}, and po = max{|A| : A € Sp,}. Then ¢ is in
Sobolev space W™ 1°8270¢ for any e > 0, see [25, 58]. See also [38, 37] for similar formulas for the
Sobolev smoothness of high-dimensional and multiple scaling functions.

When we construct biorthogonal wavelets and bi-frames, we choose the parameters such that
the synthesis scaling function 5 is smoother than the analysis scaling function ¢, and that the



analysis highpass filters have higher vanishing moments. One can easily verify that for a pair
biorthogonal of filter banks {p, ¢} and {p, ¢}, ¢ has vanishing moments order J if and only if p
has sum rule order J. Thus when we construct biorthogonal wavelets, we choose the parameters
such that p has a higher sum rule order than p (hence, ¢ has a higher vanishing moment order
than q).

About the selection of the values for the parameters, we first solve the system of linear equa-
tions for sum rule orders of lowpass filters and for the vanishing moments of highpass filters. (The
orders of sum rule and vanishing moments depend on the algorithms.) After that we select the
remaining parameters such that <;~5 and/or ¢ have the optimal Sobolev smoothness by minimizing
po for 5 (po for ¢). One could use the Matlab function fmincon for minimization.

Now let us return back to the above 2-step multiresolution algorithm. Solving the system of
equations for sum rule order 1 of both op and 2p, we obtain

The resulting op, op actually have sum rule order 2. More precisely, they are

op(w) = ieiw(l + e )2, 9p(w) = %(—1 + 4e™ — ) (1 4 e7)2, (25)
Thus the resulting ¢ is the linear B-spline supported on [—1,1]. Using the smoothness formula
provided above, one can obtain qg € W0-440976 " Tg obtain a smoother gg, we need to consider algo-
rithms with more steps. In the following two examples, we consider 3-step and 4-step algorithms.
As the 2-step algorithm, the decomposition algorithm of each of these two algorithms is to obtain
lowpass output v and highpass output € from input {v, e}, and the reconstruction algorithm is to
recover {v, e} from both v and e.

Example 1. In this example, we consider a 3-step multiresolution algorithm. The decomposition
algorithm is given in (26)-(28) and shown in Fig. 6, where b,d,u,dy,c1 are some constants. More
precisely, first we replace each v associated with an even node 2k by v" given in (26). After that
with the obtained v", we update e associated with an odd node 2k + 1 by € with the formula given
in (27). Finally, v" obtained in Step 1 is replaced by v given in (28).

3-step Decomposition Algorithm:

Step 1. v" = H{v —d(e_1 + eo)}; (26)
Step 2. ¢ = e — u(v] +v7); (27)
Step 3. v = v’ — dy (g_l + g()) —C (g_Q + gl). (28)

3-step Reconstruction Algorithm:

Step 1. v =04+dy (5,1 + go) + 01(572 + gl); (29)
Step 2. e =€+ u(v + v); (30)
Step 3. v ="bv" +d(e_1 + ep). (31)

The reconstruction algorithm is given in (29)-(31) and shown in Fig. 7, where b,d,u,d;,c
are the same constants as in the decomposition algorithm. That is, first we replace each v of the

10
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Figure 6: Left: Decomposition Step 1; Middle: Decomposition Step 2; Left: Decomposition Step 3

=0 . —d; . dj< . G- —=\u U== —d ® d<-
e, €, vy € €, v, € A €1 v €9

Figure 7: Left: Reconstruction Step 1; Middle: Reconstruction Step 2; Right: Reconstruction Step 3

lowpass output by v" given in (29). Then, with the obtained v", we update € of the highpass output
by e given in (30). Finally, with the obtained e, we update v" obtained in Step 1 by v given in
(31).

Just as we obtained {2p,2q} and {2p,2q} above, we can similarly obtain the filter banks cor-
responding to algorithm (26)-(31). The filter banks, denoted as {3p,3q} and {3p,3q}, are given

by

|- ainsmismaa| L | [59] -yasanoancn ]

where Ay, Ay and A1, Ay are defined by (23) and (24) respectively, and

1 —di(1+e?) —ep(em™ + ) ~ B 1 0
AQ(“}) = [ 0 1 ) AQ(w> - dl(l _|_efiw) +Cl(€iw _1_671'20.)) 1|
(32)
There are 5 parameters b,d,u,dy,c1 for {sp,sq} and {3p,3q}. If we solve the system of equations
for sum rule order 2 of 3p and sum rule order 4 of sp, we have
1 1 3
d=-,u==,d =—=—c.
) 47 U 2) 1 3 C1
In this case, sp(w) = %eiz‘“(l +e )4, Thus ¢ is the cubic C% B-spline supported on [—2,2]. If
we choose ¢; = 2, then 3p(w) has sum rule order 4, but the corresponding ¢ is not in L*(RR).

64

The best (numerically) smooth ¢ is that ¢ € WO13264 [f we choose ¢; = %, then the resulting

¢ € W24 gnd ¢ = %, then ¢ € WO12976 I the following we provide the resulting 3p, 3q, 3G
with ¢ = % (hence, dy = —% :

3p(w) — _‘63%’{62'444) + efz'4w _ 6(€i3w + efiBw) + 13(ei2w + €7i2w) _ 8(eiw + efz'w) _ 8}(1 + efiw>2’
e 7iw)4

sq(w) = (1 —e™™)7, | | | | | | |
3(7((4)) — 17%8{67,40.1 + 6—z4w + G(BZSW + €—z3w) + 13(612"‘} + 6—@2w) + 8(6“”1 + e—zw) _ 8}(1 _ e—zw)2.<>

Example 2. In this example, we consider a 4-step multiresolution algorithm. The decomposition
and reconstruction algorithm is given by (33)-(36) and (37)-(40), and shown in Fig. 8 and Fig.
9 respectively, where b, d,u,dq, c1,u1 are some constants.

4-step Decomposition Algorithm:
Step 1. v" = ${v —d(e_1 +eo)}; (33)

11



Step 2. " = e — u(v + vf); (34)
Step 3. v =2v" —di(e” | +ef) —c1(e” 5+ €); (35)
Step 4. € =€" —uy (Vg + 11). (36)

4-step Reconstruction Algorithm:

Step 1. " =€+ u1(vo + 01); (37)
Step 2. o =T+ dy(ey + ef) + er(ely + ef); (39)
Step 5. e = " +u(vg +v{); (39)
Step 4. v="bv" +d(e_1 + e). (40)

-d -d —u U
L@—o (e (o
n e "
€_1 Vv €p Vo Vi
— —C - -
— ! 5 s_dl 5 _dlé E l<~ = u1i
" n 1" n e" n
€, e Vv €o 1 Vo e Vi

Figure 8: Top-left: Decomposition Step 1; Top-right: Decomposition Step 2; Bottom-left: Decomposition
Step 3; Bottom-right: Decomposition Step 4

@q/ 1 ulé@ — — dl d1<~ G
Voo € v e, e, v € e
—=u U=— —d d<

(00— —F(0 R B

v, e v €1 v &

Figure 9: Top-left: Reconstruction Step 1; Top-right: Reconstruction Step 2; Bottom-left: Reconstruction
Step 3; Bottom-right: Reconstruction Step 4

One can obtain the corresponding filter banks, denoted as {4p,1q} and {4p,4q}, to be

1|ty S]]
ig(:‘j; _ % [ (1) u1(1—|1—6i2w> ] /12(2w)ﬁ1(2w)g()(2w) [ i_iw ] )

where Ay and Ay, Ay and Ay, and Ay and Ay are defined by (23), (24) and (32) respectively.
If we solve the system of equations for sum rule order 2 of 4p and sum rule order 4 of 4p, we
have (there are other solutions)

b= 1—2d . 1—2u; . 174d7u1+8d2u1+2du1+4u§716d2u% 1 d

[=2duy—ur* 7 2(1=2du—ur)? 1T 64uF (1-2d) ydi=—3-5—c,

12



Furthermore, if

1 —u; — /1 —6u; + 15u2 — 20u3 + 12u?
d= \/ . . S (41)
4uy (2 — 3uq)

then 4p(w) has sum rule order 4. If we choose u3 = %, then the resulting <Z e W3 g ¢
W0-00240. wyhile if we choose u; = %, then the resulting ¢ and ¢ are in W231527 gpd 1W/0-89223

respectively. When u; = %, the corresponding b, d,u,d1,c1 are

b__§+8\/4>3 10 va3 15 \/Bd__647+25\/zf36_155_13\/zf3
B "7 71008 " 1008 7 7' 1008 1008

39 30 YT o1 a2 "T 26 26

If we drop the condition (41) for sum rule order 4 of 4p, we have two parameters d,uy. It
seems choosing different d,u; does not result in 5, ¢ with a significantly higher smoothness order.
Here we provide two sets of d,uy. With d = %,ul = 6—14, the resulting q~5 € W3A48584 ¢y ¢ Ty 0.00771
while d = w1 = %, the resulting 5 € W282633 g ¢ WO86204 - The lowpass filters p(w) and p(w)

considered above are supported on [—5,5] and [—6,6] respectively.

One can obtain similarly the biorthogonal filter banks corresponding to the multiresolution
algorithms with more iterative steps. Then, based on the filter banks, one can construct biorthog-
onal wavelets with higher smoothness orders and higher vanishing moment orders. Here we do
not provide more examples.

3 Bi-frames with uniform symmetry: Type I

Suppose {p, ¢V, ¢} and {p,¢",§?} are a pair of biorthogonal frame filter banks. Let ¢, and
dg), df) be the lowpass output and highpass outputs of input ¢, defined by (2) with the analysis
frame filter bank {p, ¢("), ¢®}. For input {c}, as in §2, let v, = cop, € = copy1. Denote
Ve =0 fo=dV, & =d? keZ (42)
Thus the frame decomposition algorithm is to obtain v and f,g from {v,e}, while the frame
reconstruction algorithm is to obtain {v,e} from ¥ and f,é. Associating v}, and fy, € with the
nodes of Z appropriately, we can represent a frame multiresolution algorithm by templates.
Different ways to associate vy and fi, € with the nodes of Z will result in different templates
for the decomposition algorithm (2) and the reconstruction algorithm (3). Obviously, we should

associate ¢, with an even node. For fk (one highpass output d,(cl)) and €j (the other highpass

output d,(f)), we may associate both of them with an odd node, or one with an odd node but the
other with an even node. These two ways of association result in two types of framelets, called
type I and type II framelets in this paper.

The idea to construct uniformly symmetric framelets of either type I or type II is similar to
that for biorthogonal wavelet construction discussed in §2. Namely, first we start with algorithms
given by some templates of small sizes, then we find the the corresponding bi-frame filter banks,
and finally, we choose the suitable parameters based on the smoothness and vanishing moments
of the framelets. Bi-frames of type I and type II are investigated in this section and the next
section respectively.

Before a specific frame algorithm is discussed, it shall be remarked that unlike the biorthogonal
filters, p having a high sum rule order does not imply automatically ¢() and ¢ having high

13



vanishing moment orders. Thus, when we design bi-frame filter banks, we need to solve not only
the equations for the sum rule orders of p,p, but also those for the vanishing moments of the
highpass filters.

Next, let us consider a 2-step type I frame multiresolution algorithm. The decomposition
algorithm is given in (43) and (44) and shown in Fig. 10, where b,d,u,w are some constants.
Namely, first we replace each v associated with an even node 2k by v with the formula given in
(43). After that with the obtained ¥, we obtain the highpass outputs f, € that are associated with
odd nodes 2k + 1 by (44).

2-step Type I Frame Decomposition Algorithm:
Step 1. 0 = +{v —d(e—1 + €o)}; (43)
Step 2. f=e—u(@o+711), € =e—w(@y+ 01). (44)

2-step Type I Frame Reconstruction Algorithm:

Step 1. e = t{f +u(to +01)} + (1 — t){e + w(@Wo + 1) }; (45)
Step 2. v = bv + d(e—1 + ep). (46)
—u U
@)oo
;d —dé VO e V1
€1 v €o =" e

Vo e Vi

Figure 10: Left: Decomposition Step 1; Right: Decomposition Step 2

u ~ u
~ = f < ~ —d d<=—
Vo@ e @V & vt
—Ww a W<- 0

_1 V
Figure 11: Left: Reconstruction Step 1; Right: Reconstruction Step 2

The reconstruction algorithm is given in (45) and (46) and shown in Fig. 11, where b, d, u, w
are the same constants as in the decomposition algorithm and ¢t € IR. More precisely, first we
obtain e, the original data cori1 associated with odd nodes, by a linear combination of f, €,
given by (45). After that, with the obtained e, we update v of the lowpass output by v with the
formula given in (46). This step recovers original data coi, associated with even nodes.

As in §2, one can obtain that the filter banks {p, ¢V, ¢} and {p, ", §®} corresponding to
this 2-step frame algorithm are

[p(w), (@), 4D )] = Bi(2)Bo(2w) 1, ],
[Fw). 1w). 1 w)|" = §B1(2w) Bofaw) [1, )"
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where

1 00 : —d1+ew)
Bi(w)=| —u(l+e™) 1 0|, Bo(w)=10 1 : (47)
—w(l+e ™) 0 1 0 1
(1 w(l+e™) w(l+e®) b 0
Bi(w)= 10 1 0 , Bo(w) = dt(1 + e~ ™) t |, (48)
0 0 1 dl—t)(1+e ™) 1t

There are 5 free parameters b, d, u,w,t. After solving the system of equations for sum rule
order 1 of both p,p and for vanishing moment order 1 of ¢V, ¢, this pair of filter banks is
essentially reduced to {2p,2¢} and {2p,2q} in §2 in the sense that the resulting p,p are op, 2D
given in (25). Thus, this 2-step type I frame algorithm does not result in smoother ¢, q~5 if g, ¢@
have vanishing moment of order at least 1. To construct smoother ¢, 5, we need to consider
algorithms with more iterative steps. Next we consider a 4-step bi-frame algorithm.

The decomposition algorithm of this 4-step algorithm is given in (49)-(52) and shown in
Fig. 12, where b,d, u,w,dy,c1,n1,m1,u1,w; are some constants. Namely, first we replace each
v associated with an even node 2k by v” given in (49). Then, with the obtained v”, we obtain
1", €" associated with odd nodes 2k + 1 by (50). After that, v obtained in Step 1 is replaced by
o given in (51). Finally, f”,¢” obtained in Step 2 are replaced by f,é given in (52).

4-step Type I Frame Decomposition Algorithm:

Step 1. v” = t{v —d(e_1 + €o)}; (

Step 2. f" =e —u(vf + ), € =e—w(v] +vf); (

Step 3. v =" —di(f"1 + fi) —a(fy+ f1) —ni(e’y +ef) —ma(e’y+ef); (51
(

Step 4. f = f" —u1 (Vo + 01), € =€" — w1 (Vo + U1).

4-step Type I Frame Reconstruction Algorithm:

Step 1. f” = f 4 ui (G + 1), €’ = &4 w1 (To + 01);

Step 2. V" =04+ di(f"1 + f) e (ffo+ f1) +ni(e’ly +ef) +mi(e”y +€f);
Step 3. e = t{f" + u(vi +v{)} + (1 —t){e" + w(v] + v} };

Step 4. v =" + d(e_1 + eg).

The reconstruction algorithm is given in (53)-(56) and shown in Fig. 13, where b, d, u,w,
di,c1, n1, mi,u1, w; are the same constants as in the decomposition algorithm and ¢ € R. First
we replace each f, € of the highpass outputs by f”,€” respectively given in (53). Then, with the
obtained f”,e”, we update v of the lowpass output by v” in (54). After that, f”,¢” obtained in
Step 1 are replaced by e with the formula given in (55). Finally, v” obtained in Step 2 is replaced
by v given in (56).

In the following, denote

z=e W,

One can obtain the filter banks {p, ¢!, ¢} and {p, ¢, §?} corresponding to the above 4-step
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Figure 12: Top-left: Decomposition Step 1; Top-right: Decomposition Step 2; Bottom-left: Decomposition
Step 3; Bottom-right: Decomposition Step 4

u

—=Y 1

C = 2 fly " o 1

Vo oof Vi =C ® Ld, o Yi=e @Clé
- m

—=m —=n ~n -
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— W Wy <— e, e’ v €y €
Vo e \1
—u ' u= —d d=
V' (& ° @\ o —{(o—e
0 —w " w<— 1 €1 V" €o

Figure 13: Top-left: Reconstruction Step 1; Top-right: Reconstruction Step 2; Bottom-left: Reconstruction
Step 8; Bottom-right: Reconstruction Step 4

frame algorithm:

[p(w), ¢ (@), ¢® ()T =
1 0 0 1 —di(1+2"2)—c1(z2+2"% —ni(1+2"2)—mi(z2+27%
—ui(1+2%) 1 o0 0 1 0
—wi(1+2%2) 1 o0

e

] B1(2w) Bo (20) [ ' } :

0 0 1

E(W) 1 u1(1+272) w1(1+272) 1 0 0 ~ ~ 1
W) | =30 1 0 di(1+22) +e1(z72+2% 1 0 | Bi(2w)Bo(2w) [ i } ,
7@ () 0 0 1 ni(l+2)+mi(z"2+2Y) 0 1 )

where By, By and By, By are defined by (47) and (48) respectively. _
For the above frame filter banks, we can choose the parameters such that ¢ is the C* 5th

degree B-spline. For example, if

1 1 1 1 1 1
5 2, 4,'LU 2,w1 , U 9 4617 1 C1,M1 ni, uy 401,
then .
ﬁ(w) — 64626w(1 4 674iw)2(1 4 efuu)4’ (57)



p(w) has sum rule rule order 2, ¢®(w) has vanishing moment order 4, and ¢ (w), dY(w) and
q? (w) have vanishing moment order 2. Thus the corresponding ¢ is the C* 5th degree B-
spline supported on [—6,6]. The resulting p(w) depends on c¢j,ni. If we choose ¢y = 1,n; =

0.17074863392459, then the resulting ¢ is in W100140; while if ¢; = 1,n; = é—}l, then the resulting
p(w) has sum rule order 4 with ¢ in W%94455  In the following, we provide the resulting filters

with ¢y =1,n1 = é—}l and other parameters given above:

pw) = 527280 — 11(z + 1) — 24(22 + &) +3(2* + 5)H1 + 2)4,

gD (w) = 155 {84 +574(z + 1) +304(22 + %) +101(° + &) + 6(2* + &) — 3(° + )}(1 — 2)?,
¢ (w) = 1271 (1 = 2)%,

¢V (w) = 3521+ 221+ 2)°(1 = 2)2,

G (w) = — 157 {1354 + 1054(2 + 1) +584(2% + &) + 210(2% + %) + 35(z* + L)} (1 — 2)2,

where z = e™™, and p(w) is given by (57). The pictures of the corresponding scaling functions

and framelets are shown in Fig. 14.

Figure 14: Top (from left to right): ¢, 2 with ¢ € W00140: Bottom, (from left to right): PRIV
with ¢ being C* 5th degree B-spline supported on [-6, 6]

One may choose the parameters such that both ¢ (w) and ¢(®(w) have vanishing moment
order 4. For example, if

d:i,u1:0,b:u,w:u(l—le),q: 1 L

_ 5 5 _ 1 1 1
1= 3ouaT — Towr ™1 = Tooy — 32awr L= L~ 3wy T Suwr

4w, Suwy 173
n

then the resulting p(w) and p(w) have sum rule rule orders 2 and 4 respectively, ¢(") (w) and ¢ (w)
have vanishing moment order 4, and ¢ (w) and ¢® (w) have vanishing moment order 2. We can
choose the parameters such that the resulting ¢ is in C® with ¢ € L?(IR?). For example, if

39 35 59

Ay, u] =20, =22 22
[, ds ul = [ =51 T3

I
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then ¢ and 5 are in W0-01083 and 1352895 regpectively. We can choose the parameters such that
¢ is smoother. For example, if

63 21 15

[wh dy, U] = [@a —m7 E]’

then ¢ and 5 are in W114749 and W2-50565 regpectively.

The biorthogonal lowpass filters 4p(w), 4p(w) in Example 2 have the same supports as those
of the frame lowpass filters p(w), p(w) for the 4-step frame multiresolution algorithms considered
above. Observe that the frame synthesis scaling function $ could be C* B-spline with the frame
analysis scaling function ¢ having certain smoothness. This cannot happen for the biorthogonal
scaling functions if they have the same supports as the frame scaling functions. Thus, compared
with the biorthogonal system, the frame system does provide certain flexibility for construction.

In general, the frame filter banks corresponding to algorithms with more steps can be given
as above. More precisely, with z = e let C(w) be the matrix of the form

1 Li(z) La(z)
Clwy=|0 1 0o |, (58)
0 0 1

where L;(z) and Ly(z) are Laurent polynomials satisfying Li(1) = zLi(2),La(2) = zLa(z),
namely they are Laurent polynomials of the form:

1 1 1
L(2) = (14 =) 4 lp(z 4 —) 4+ L (2™ +
(Z) 1( Z) Z(Z 22) (Z Zm)7 (59)

for some positive integer m and real numbers I;. Clearly, C(w) = (C(w)™1)* is

Then the frame filter banks corresponding to algorithms with K (K > 1) steps can be given as
(1) @) 1T _ —iw]T
p(@), VW), ¢ ()] = Bi1(20)Bic2(2w) -+ Bi(2w) Bo(2w) [1, 7], (60)
~ 1~ > > > —iw]T
pw), 3 w), @ @)" = S Br-1(2w) Bic-2(2w) - Bi(20) Bo(2w) [1, e 7], (61)

where By and E(]Nare defined by (47) and (48), each By(w), 1 <k < K — 1, is a matrix C(w) of
the form (58) or C(w), and By(w) = (Bg(w)™1)*. The next proposition shows that the framelets
obtained by these algorithms have the uniform symmetry.

Proposition 1. Let {p,q, ¢V and {p,gV, G} be the biorthogonal frame filter banks defined
by (60) and (61). Then

p(—w) = p(w)a q(é)(_w) = eiqu(Z)(w)7 ﬁ(_w) = ﬁ(w)7 (A]{K)(_w) = eﬂw[]’(m(w)? = 1)2-
Furthermore, the associated scaling functions ¢, 5, and framelets w(é),iz(é),ﬂ = 1,2 satisfy
(@) = ¢(—x), v (2) = 0O (1 ~ ), 9(x) = §(~x), ¥ (2) = $10(1 ~a).
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Proof. One can easily verify that

Bi(~w) = diag(L,c™, ¢) By(w)diag(L.e ™, ™), By(~w) = ding(1, ", ) Bo(w)ding(1,e ™)
(62)
where 1 < k < K — 1, which implies

p(—w), D (~w), ¢ (—w)]" = diag(1, e, e™)[p(w), ¢V (w), ¢P (w)] "

as desired. The symmetry of p, g, §? follows from the fact that Ek(w) and By (w) also satisfy
(62).
From ¢(w) = 132, p(277w)$(0) and p(—w) = p(w), we have

A~

$(—w) = 152 p(=277w)e(0) = 1321 p(27w)$(0) = P(w).

Thus O (—z) = (2 + 1), as desired. The proof for the symmetry of ¢ and ¥ is similar. &

4 Bi-frames with uniform symmetry: Type 11

For a pair of biorthogonal frame filter banks {p, ¢, ¢®} and {p,¢",§®?}, let ¢, and d,(fl), d,(f)
be the lowpass output and highpass outputs of input ¢; defined by (2) with the analysis frame
filter bank {p, g, q(2)}. As in §3, denote v = ¢, fk = dg), €L = dgf). In §3, we associate both fk
and ey with the odd node 2k + 1. In this section we consider the frame algorithms, called type II
frame algorithms, by associating f; with the even node 2k and €; with the odd node 2k + 1. We
find that compared with type I frame algorithms, type II frame algorithms yield smoother frames
and analysis highpass filters with higher vanishing moment orders. Type II frame algorithms
with 3 and 4 step iterations, and the 4-point interpolatory subdivision scheme-based bi-frames
are studied in the following 3 subsections respectively.

4.1 3-step type II frame algorithm

In this subsection we consider a 3-step type II frame algorithm. The decomposition algorithm is
given in (63)-(65) and shown in Fig. 15, where b,d,n,u,w,d;,n; are some constants. Namely,
first we obtain v” and f” associated with even nodes 2k by the formulas in (63). After that, with
the obtained v”, f”, we obtain one highpass output € that is associated with odd nodes 2k +1 and
given by (64). Finally, with the obtained &, we replace v” and f” by ¥ and f given in (65). This
step gives the lowpass output v and the other highpass output f associated with even nodes.

3-step Type II Frame Decomposition Algorithm:

Step 1. v = 1o — d(e_r + o)}, £ = v —nle_r + eo); (63)
Step 2. &= ¢ — u(ef + vf) — w(fl + S1): (64)
Step 3. v = v’ — dl(g_l + g()), f: f// —ny (g_l + go). (65)
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3-step Type II Frame Reconstruction Algorithm:

Step 1. v =¥+ d1(6-1 + &), " = f +ni(e_1 + &); (66)
Step 2. e =€+ u(v) + oY) +w(fy + f1); (67)
Step 3. v =t{bv" +d(e—1 +ep)} + (1 —t){f" + nle_1 +e0)}. (68)

The reconstruction algorithm is given in (66)-(68) and shown in Fig. 16, where b, d, n,u, w, d1,nq

- . 4 =g e,
€1 v €o v . €, V' &
0 U u—Vy
—n N fo=w® w=T1 = o _nlé.
e, \,E eo €1 &

%dl @ d1<~
e_l \7 eo Vlb§ u u éVl - -
o —(o—9
' >w g w< f" €1 " €o
Ny N 0 1 \"
€1 7 €

Figure 16: Left: Reconstruction Step 1; Middle: Reconstruction Step 2; Right: Reconstruction Step 3

are the same constants as in the decomposition algorithm and ¢t € IR. That is, first we obtain
v”, f" associated with even nodes 2k by the formulas in (66). After that, with the obtained
0", f”, we replace € of the highpass output associated with odd nodes by e given in (67). This
step recovers original data cop41 associated with odd nodes 2k + 1. Finally, we obtain v from (68).
This step recovers original data cop associated with even nodes.

As in §2, one can obtain that the filter banks {p, ¢, ¢®} and {p, 3", §?} corresponding to
the frame algorithm (63)-(68) are

[p(w), 4D (w), (@ ()] = Da(2w)Dy(2w)Do(2w) [1, ], (69)
7)., 1), )" = 3Dx(20)Dr(20)Dof2w) 1, e ] (70)
where, with z = e,
(1 0 —di(1+1) 1 0 0
Dyw)=|0 1 —m(1+1) | Dyw)= 0 1 01,
00 1 —u(l+z2) —w(l+4+z) 1
(b -0+ D) (71)
Do(w)=| 1 —n(1+1) |,
i 0 1
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1 0 0 1 0 u(l+1d)
Dy(w) = 0 1 0, Di(w)=1]0 1 wa+l)],
di(l+2z) ni(l+2) 1 00 1
L i 0 (72)
Dy(w) = 1t 0
| (td+(1-t)n)(1+2) 1

After solving the system of equations for sum rule order 4 of p, sum rule order 2 of p and for
vanishing moment order 2 of ¢, ¢? and ¢V, ¢®, we have

1 1 d 3 d 1 b 1 1 y 1
n — = — = — — = - — — w = —— — = —.
A LS R & 6b 3 2
The resulting filter p is
1 . ,
pw) = e (1 +e7), (73)
and p(w) depends on parameter b. Furthermore, if
3b
ng=—-——-—
YTR@b—1)

then ¢")(w) has vanishing moment order 4. Thus the corresponding gg is the C? cubic B-spline
supported on [—2,2]. For p(w), if b = 4 , then p(w) has sum rule order 4 with corresponding
¢ € WHS203T If we choose b = 1.33693417502911 then ¢ € WS040 and if b = 32, then
¢ € W186992 \With all these choices of b, the resulting p(w) is supported on [—3,3]. Recall from
Example 1 that if the synthesis scaling function 5 is the C? cubic B-spline with its corresponding
lowpass filter p given by (73), then its analysis scaling function ¢ supported on [-4, 4] has a low
smooth order. However, for the bi-frame system, we can construct the analysis scaling function ¢
such that ¢ is in C! and it has a smaller support [-3, 3]. Furthermore, the corresponding analysis
lowpass filter p(w) has sum rule order 4. In the following we provide all the selected numbers with
b= %:

4 1 1 1 5 3 3 3
b, d d tl=1[=, —=, =, =, ——, —= —1. 4
[, y I, w, W, ay, N, ] [37 6’ 27 9’ 24’ 87 107 8] (7 )
The filters corresponding to these selected parameters are

) 2iw(3 _ e—iw _ ei"")(l 4 e—iw)4,
( ) % 'Lw(5+671w+€zw)(1_'eflw)47
(w) — _%(3 4eWw ezw)(l o e—zw)2’
(@)
(w)

S
—

&

I
=~

aQ

— _%elww +e —iw + eiw)(l _ e—iw)2’
— 32€zw(4 + efzw 4 6“”)(1 4 efiw)Q(l _ efiw>27

and p(w) is given by (73). The pictures of the corresponding scaling functions and framelets are
shown in Fig. 17.

Before we move on to the next subsection, we remark here on the algorithm with 2 steps.
When d; = ny = 0, then the 3-step algorithm is reduced to a 2-step algorithm. More precisely,
the 2-step decomposition algorithm is given by (63)-(64) (With v =", f = f") and the 2-
step reconstruction algorithm is given by (67)-(68) (with v” = &, f” = f). The corresponding
filter banks, also denoted by {p,q™",¢®} and {p,¢"),3?}, are given by (69) and (70) with
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Figure 17: Top (from left to right): ¢,™) 3 with ¢ € W82937 - Bottom (from left to right): 5, 1;(1), QZ(Q)
with ¢ being C% cubic B-spline supported on [-2, 2]

Dy(w) = Do(w) = I3, Di(w), Do(w) and D;(w), Dy(w) are defined by (71) and (72) respectively.
If we drop the condition for vanishing moments of synthesis highpass filters, we can get ¢, 5 both
to be B-splines. More precisely, after solving the system of equations for sum rule order 4 of p,
sum rule order 2 of p and for vanishing moment order 2 of both ¢(*) and ¢, we have

1 1 1 1
b:2,d:—§7n:§,u:§,t:1. (75)
The resulting filters are
p(w) _ %ei"”(l + efzw)Q7 q(l)(w) - _ iw(l o e*iw)2,

1
plw) = g™ (1 + ™), (P (w) = 2?1 +deT e ),
and ¢ (w), @ (w) depend on parameter w. If w = 0, then
() = —g A+ e+ )1 - R, FVw) = 5
while for w = 2, the resulting ¢ (w), 3§ (w) are

L —tw 3 12w —iw
¢ (w) = 1612‘”(1 —e )t M (w) = 33°¢ P+ )

Thus for any w, the resulting ¢ is the continuous linear B-spline supported on [—1, 1] and 6 is the
C? cubic B-spline supported on [~2,2]. When w = 0, {Z}v(l)(x) = %[5(230); and for w = %, ¢ (w)
has vanishing moments of order 4 and ") (w) = 3p(w). Pictures of the scaling functions and
framelets corresponding to w = 0 are shown in Fig. 18.

If we choose



Figure 18: Top (from left to right): ¢, ™) with ¢ being continuous linear B-spline supported on [-1,
1]; Bottom (from left to right): ¢, ™ 2 with ¢ being C? cubic B-spline supported on [-2, 2]

then both ¢ and ¢ are the continuous linear B-spline supported on [-1, 1] and the resulting filters
are
) =76 = 1 et f00) = et
( ):_ ( —zw)Q A(l)( )_% iw (1—{—6_“")2 “(2)( ): %e_iw.

Similarly, for the 3-step algorithm, if we drop the condition for vanishing moments of synthesis
highpass filters, we can also get ¢, ¢ both to be B-splines. For example, if we choose

7 1 1 5 1 2 1
b_87d__§7n_§7u_§aw_7a dl_fynl_fvt_i

then we have

p(w) — 671416i3w(1 +e z‘w)6 1)(w) O€z2w(10 +ev e iw)(l _ e_i"")4,
q(2)(w — %(S—FEZW _|_€—zw)<1 _ —zw)

p( ): TIG 2w(1+e—zw)4 “’(1)( ) 128{14+4( zw_l_e—zw)_l_eﬂw_'_e—ﬂw}
a’( )(w — 372{10_}_2( zw+e iw )+ 22w+e—12w}(1+6—zw)

Thus the resulting ¢ is the C3 quartic B-spline supported on [—3, 3] and (E is the C? cubic spline
supported on [—2,2].

The 1-D frame algorithms can be used as boundary algorithms for boundary vertices on open
surfaces for surface multiresolution processing. These frame algorithms can also be used for curve
processing. Here, as an example, we use the above 2-step algorithm (with w = % and other
parameters given by (75)) for curve noise-removing. The left column of Fig. 19 are the original
curves. The curves with white noise are shown in the middle column of Fig. 19. We show the
denoised curves in the right column after we apply several times the 2-step algorithm and hard
thresholding process for denoising.
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Figure 19: Left column: Original curves; Middle column: Noised curves; Right: Denoised curves

4.2 4-step type II frame algorithm

In this subsection, we consider a 4-step type Il frame algorithm. The decomposition algorithm is
given in (76)-(79) and shown in Fig. 20, and the reconstruction algorithm is given in (80)-(83)
and shown in Fig. 21, where b,d, n,u,w, dy,n1,u1,wy,t are some constants.

4-step Type II Frame Decomposition Algorithm:
Step 1. v” = ${v —d(e_1 +eo)}, [’ =v—n(e_1 + ep); (76)
Step 2. €’ = e —u(vf +vf) —w(fy + f'); (77)
Step 3. v =0v" —di(e” +¢€5), f=f"—ni(e’ +¢€)); (78)
Step 4. & = ¢ — u1 (Do + 1) — wi(fo + fr). (

4-step Type II Frame Reconstruction Algorithm:
Step 1. €’ = &+ w1 (To + 1) + w1 (fo + f1);

Step 2. v =T +dy(e”, +€}), f" = F+ni(e”y +e});

Step 3. e = ¢€” +u(vf + o) +w(ff + f1);

Step 4. v =t{bv" +d(e_1 +e0)} + (1 —t){f" +n(e_1 +eo)}.

With careful calculations, one can obtain that the filter banks {p, ¢!, ¢®®} and {p, ¢, §?}
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Figure 20: Top-left: Decomposition Step 1; Top-right: Decomposition Step 2; Bottom-left: Decomposition
Step 3; Bottom-right: Decomposition Step /

corresponding to the frame algorithm (76)-(83) are

p(w) 1 0 0 1

q(l)(w) = 0 1 0 | D2(2w)D1(2w)Dy(2w) [ iw ] ,
I ¢ (w) | —up(1+e ) —wy(14+e ) 1 €

D(w) 1 0 w(l+ 6122(“)) B B B 1

ﬁl)(w) = % 0 1 wi(1+e?) | Dy(2w)D1(2w)Do(2w) [ " 1 ,

7 (w) 00 1

where Dy (w), D1 (w), Do(w) and Dy(w), D1 (w), Do(w) are defined by (71) and (72) respectively.
Solving the system of equations for sum rule order 2 of p, sum rule order 8 of p and for
vanishing moment order 2 of gV, ¢@, gV, 3@ we have

_3 _ 1 g7_1_13 _ _8-20b _ 1-8b __5 _ _ 35b _ 1
u=jq, ur=—3,d=3—qb n= 16(1—s6)> W = 7200 ° di = =15, m = 6(1-86)’ ¢ = 8-
The resulting filter p is
. 1 . .
Pw) = gese (14 ). (34)

Thus the corresponding (E is the C% Tth degree B-spline supported on [—4,4]. The resulting p(w)
depends on parameter b. Furthermore, if

then ¢ (w) has vanishing moment order 4. When b = 1, p(w) has sum rule order 4 with the
corresponding ¢ € W38 If we choose b = 3L then the corresponding ¢ is in W1-53528,

307
Therefore, the resulting ¢ is in C'. In the following we provide all the selected numbers with
b= 3L
30

31 163 659 3 109 o5 108 1 109

b, d, 7,y w, duy maywa,wn] = [, — a6 grem0 73100 16" " 3488° 3’ 155
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Figure 21: Top-left: Reconstruction Step 1; Top-right: Reconstruction Step 2; Bottom-left: Reconstruction
Step 8; Bottom-right: Reconstruction Step 4

The pictures of the scaling functions and framelets corresponding to these selected parameters
are shown in Fig. 22. The resulting p(w), ¢V (w), ¢? (), §V (w) and ¢ (w) are supported on [-3,
3], [-3, 3], [-3, 5], [-4, 4] and [-2, 4] respectively.

Figure 22: Top (from left to right): ¢, ) with ¢ € W-53528 - Bottom, (from left to right): PRIRTIC)
with ¢ being C® 7th degree B-spline supported on [-4, 4]

4.3 4-point interpolatory subdivision scheme-based bi-frames and general case

In this subsection, first we provide bi-frames with the synthesis lowpass filter being the symbol
of the 4-point interpolatory scheme in [23]. After that we consider the general case for type 11

framelets.
The decomposition algorithm of the 4-point interpolatory scheme-based bi-frames is the same

as that of the 3-step Type II frame decomposition algorithm (63) -(65) except that Step 2 in (64)

26



is replaced by Step 2’ in (85), and the reconstruction is the same as that of the 3-step Type II
frame reconstruction algorithm (66)-(68) except that (67) is replaced by Step 2’ in (86). Refer to
Fig. 23 for Step 2’ of decomposition and reconstruction algorithms.

Step 2 of 4-point Interpolatory Scheme-based Frame Decomposition Algorithm:

Step 2. € = e —u(v +vf) — r(v§ +v5) —w(fy + f1) — s(f5 + f5); (85)
Step 2 of 4-point Interpolatory Scheme-based Frame Reconstruction Algorithm:
Step 2. e = e+ u(vf + vf) + r(v§ + v5) + w(fy + f1) + s(f5 + f5). (86)

One can obtain that the corresponding filters are given by (69) and (70), where Ds(w), Do(w)

Vi — T Vo~ -u U vy T— V:'gl Vé —T Vo u u_Vv; < Vé

f2 —= -3 "o =W € -w=— f -s= f"3 f2 >3 flo=w € w=f} s<— f'é
Figure 23: Left: Decomposition Step 2'; Right: Reconstruction Step 2/

and Dy(w), Do(w) are given by (71) and (72) respectively, and D;(w) and D;(w) are defined by

1 0

Dl(w) = 0 1

—u(14 e @) — (e + e ) —w(l +e W) — s(el 4 e712)

- (10 u(l+e™) +r(e™ 4 &)

Di(w)= 1|0 1 w(l+e®)+sle™ 4 e2w)
0 0 1

= o O

If t = 4, d = (1 —b)n, then the subdivision scheme derived from the resulting p(w) is

interpolatory. Furthermore, if r = —%, u = 1%, then the scheme is the 4-point interpolatory
scheme in [23] with ¢ € W244076 Tn addition, if
b 3 1 1 1 d 1 3
= wW=——=—5 n== =——,nm=-——
2(1 — 8s)’ 2 2 2 T T T 41+ 16s)

then the resulting p(w) has sum rule order 4, ¢®(w), 3" (w),§? (w) have vanishing moment
order 2, and ¢ (w) has vanishing moment order 4. We can choose s such that p(w) has quite

nice smoothness. For example, if s = 0.02972961220002, then the resulting ¢ is in W3-39274 and

if s = 3%, then ¢ € W328254 1In the latter case, the resulting Eﬂ”(w) has vanishing moment order

4. In the following, we provide the corresponding filters with s = é and other parameters given

above (with z = e~W):

pw)=31+8E+hH - ZE+5) + &G+ L)),
(VW) =1- 5+ 3) + 52 + ) — 7l + 3,
W) =11z - B+ + 3+ %)),
plw)=31+%=+1) - %=+ %),

MW =11-2=+H+:EE+%),

(P (w) =572 = P+ ) +35(° + ).

Notice that the subdivision scheme from p(w) is also interpolatory. It is a 6-point C? interpolatory
scheme.

27



Finally, let us consider the general case. With z = ¢~ let F(w) be the matrix of the form
1
Ew)=10 4(2) |, (87)

0

where Ls(z) and L4(z) are Laurent polynomials satisfying Ls(1) = zL3(2),La(2) = zL4(z),
namely they are Laurent polynomials of the form (59). Clearly, E(w) = (E(w)™")* is

1 0 0
E(w) = 0 1 0
—L3(1) —La(3) 1

Then the type II frame filter banks corresponding to the algorithm with K (K > 1) steps can be
given as

MMmex¢WwF=Dmﬂme4m»~m@mm@w[iw], (35)
wwxwmma%wf=;%4mmx4@wmﬁwmﬂ@m[iML (39)

where Dy and EONare defined by (71) and (72), each Di(w), 1 <k < K — 1, is a matrix E(w) of
the form (87) or E(w), and Dy (w) = (Dg(w)~1)*. The next proposition shows that the framelets
obtained by these algorithms have the uniform symmetry.

Proposition 2. Let {p,q, ¢V and {p,g, G2} be the biorthogonal frame filter banks defined
by (88) and (89). Then

p(~w) = pw), ¢V (-w) = ¢V (W), ¢¥(-w) = ¢*¢*)(w),
p(—w) = p(w), ¢V (—w) = D (w), ¢ (—w) = 27 (w).

Furthermore, the associated scaling functions ¢, 5, and framelets w(e),zz(f),ﬁ = 1,2 satisfy

¢(z) = ¢(~2), ¥ (2) = (=), p(2) = (1 - 2),

3w) = 8(—), $V(x) = §O(=2), $O(x) = $O(1 —z).

The proof of Proposition 2 is essentially the same as that of Proposition 1. In this case one
uses the fact that for D(w) = Dg(w) or D(w) = Di(w),k > 1, D(w) satisfies

D(—w) = diag(1,1, ™) D(w)diag(1,1,e™™),
and the fact for D(w) = Dy(w) or D(w) = Dy(w), D(w) satisfies

D(—w) = diag(1, 1, ™) D(w)diag(1,e~™).
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