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Abstract. From the definition of tight frames, normalized with frame bound constant equal

to one, a tight frame of wavelets can be considered as a natural generalization of an or-

thonormal wavelet basis, with the only exception that the wavelets are not required to have

norm equal to one. However, without the orthogonality property, the tight-frame wavelets

do not necessarily have vanishing moments of order higher than one, although the associated

multiresolution spaces may contain higher order polynomials locally. This observation moti-

vated a relatively recent parallel development of the general theory of affine (i.e. stationary)

tight frames by Daubechies-Han-Ron-Shen and the authors, with both papers published in

this journal in 2002-2003. In the second issue of this volume of Special Issues, we introduced

a general theory of nonstationary wavelet frames on a bounded interval, and emphasized,

with illustrative examples, that in general such tight frames cannot be easily constructed

by adopting the above-mentioned stationary wavelets as “interior” frame elements, even

for the “uniform” setting. Hence, the results on nonstationary tight frames on a bounded

interval obtained in our previous paper are definitely not follow-up of the present paper,

in which we will introduce a general mathematical theory of nonstationary tight frames on

unbounded intervals. While the “Fourier” and “matrix culculus” approaches were used in

the above-mentioned works on stationary and nonstationary frames, respectively, we will

engage a “kernel operator” approach to the development of the theory of nonstationary

tight frames on unbounded intervals, and observe that this somewhat new approach could

be considered as a unification of the previous considerations. The nonstationary notion

discussed in this paper is very general, with (polynomial) splines of any (fixed) order on

arbitrary but dense nested knot vectors as canonical examples, and in particular, eliminates

the rigid assumptions of invariance in translations and scalings among different levels. In

addition to the development of approximate duals and construction of compactly supported

tight-frame wavelets with desirable order of vanishing moments, a unified formulation of the

degree of approximation in Sobolev spaces of negative exponent, of order up to twice of that
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of the corresponding approximate dual, is established in this paper. A thorough develop-

ment for the general spline setting is a major focus of our study, with examples of tight

frames of splines with multiple knots included to illustrate our constructive approach.

1. Introduction

This paper is devoted to the development of a general theory, along with constructive

proofs, of nonstationary wavelet tight frames on both types of unbounded intervals: the

(one-sided) infinite interval I = [0,∞) and the bi-infinite interval I = IR=(−∞,∞). With

(polynomial) splines of arbitrary (but fixed) order and on arbitrary nested knot vectors

(that do not have finite accumulation points and whose union is dense on the unbounded

interval under consideration) as canonical examples, this general theory of nonstationary

tight frames avoids any rigid assumptions of invariance in translations and scalings among

different levels. Hence, even for the bi-infinite interval, the usual “Fourier” approach for the

study of tight frames of affine (i.e. stationary) wavelets has to be abandoned. Instead, we

will adopt the “kernel operator” approach in this paper, and point out that this somewhat

new approach can be viewed as a generalization and unification of the Fourier approach for

the stationary setting and the “matrix calculus” approach, followed in the main body of

our work on nonstationary tight frames of wavelets on a bounded interval in the companion

paper [4] that appeared in the previous issue of this volume of Special Issues of this journal.

As already pointed out with illustrative examples in our previous paper [4], the study

of tight frames of wavelets on a bounded interval in [4] cannot be altered to be a follow-

up work of the present paper in a direct way, since the compactly supported tight-frame

wavelets introduced in this paper cannot be easily used, in general, as “interior” wavelets of

the tight frames for the bounded interval. On the other hand, the results obtained in [4] will

be applied to facilitate our development of the theory of nonstationary tight wavelet frames

for the (one-sided) infinite interval. In fact, although different proofs are needed, the results
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for the (one-sided) infinite interval setting to be derived in this paper can be formulated in

precisely the same way as those for the bounded interval setting in [4]. Our development

of nonstationary tight wavelet frames for the bi-infinite interval, however, requires a more

elaborate theoretical setting, with various basic assumptions, which are superfluous for the

(one-sided) infinite and bounded interval considerations. These assumptions are necessary

for the bi-infinite interval for introducing the more elaborate notion of approximate duals.

To give a somewhat unified treatment, a “kernel operator” approach will be adopted in

this paper. This approach could be viewed as some generalization of the Fourier approach for

the study of stationary affine frames on the bi-infinite interval and the “matrix calculus”

approach for the bulk of the derivations in our study [4] of nonstationary tight frames

on bounded intervals. The kernel operator approach also facilitates our discussion and

derivation of the degree of approximation in Sobolev spaces of negative exponent, of order up

to twice of that of the corresponding approximate duals. Other technical aspects developed

in this paper that are perhaps of independent interest include certain (one-sided) infinite

non-Toeplitz Cholesky matrix factorization and an explicit method for the construction of a

symmetric factorization of positive semi-definite (spsd) bi-infinite matrices for the derivation

of compactly supported tight frames of spline-wavelets with maximum order of vanishing

moments, on arbitrary nested knot vectors.

Although the paper can be read independently by those who are somewhat familiar

with the subjects of wavelet frames and spline functions, certain results from our earlier

paper [4] on tight frames on bounded intervals are needed for the discussions in this paper.

In addition, to save space in our presentation, the preliminary materials that have been

presented in [4] are not repeated in this paper. The reader is therefore recommended to refer

to the companion paper [4] while reading this paper. For this reason, we assume that the

reader has some expectations of what the main results of this paper could be, and therefore

the statements of such results as those on approximate duals, tight frame characterizations
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that include necessary conditions and sufficient conditions, approximation orders, more in-

depth results on spline-wavelet tight frames, etc. are not highlighted in this introduction

section, but rather delayed to the main body of the paper, after the necessary elaborate

theoretical setting has been described.

This paper is organized as follows. In Section 2, the general notion of nonstationary

multiresolution approximation/analysis (NMRA) is described, with precise statements of

three assumptions, mainly for taking care of the study of nonstationary tight frames on

the bi-infinite interval. In Section 3, the notion of approximate duals of Riesz bases for

unbounded intervals is introduced, and the corresponding main results, Theorem 1 and

Theorem 2, along with remarks and examples for clarifying certain points of view, are

discussed, with proofs presented by using the kernel operator approach. The main results on

tight NMRA frames for the unbounded intervals are derived in Section 4. The content of this

section includes a general characterization result formulated as Theorem 3, an explicit but

general formulation of tight NMRA frames with vanishing moments stated in Theorem 4,

as well as an outline of some procedure for constructing such frame elements, for which

Theorem 5 and Theorem 6 are relevant. The next section, Section 5, is devoted to an in-

depth study of nonstationary tight frames of splines on arbitrary nested knot vectors, with

the main result in this section, namely Theorem 9, along with its elaborate proof, given

in Subsection 5.3. The necessary matrix calculus for approximate duals on infinite and

bi-infinite intervals is derived beforehand in Subsection 5.2, where Theorem 7 formulates

certain characterization of spline approximation duals, and another result of independent

interest, namely Theorem 8, gives a Taylor-type expansion formula for symmetric matrices.

For the proof of Theorem 9 in Subsection 5.3, an explicit factorization of spsd infinite and

bi-infinite matrices is included in Theorem 10, and the “knot insertion” argument used

in [4] is extended to a new “knot removal” argument in Theorem 11. Furthermore, the

uniqueness, uniform boundedness, and convergence properties of the explicit approximate
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duals of B-splines are derived in Theorems 12–14. Finally, Section 6 presents examples of

tight NMRA frames of linear and cubic splines.

2. Nonstationary multiresolution analysis (NMRA)

We begin with the specification of the generic setting of a nonstationary multiresolution

analysis (NMRA) on unbounded intervals I = [0,∞) or I = IR. The consideration of any

other unbounded interval can easily be transformed into one of these two cases. Specifically,

the NMRA is given by a sequence of closed subspaces Vj ⊂ L2(I), j ∈ Z, such that

· · · ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ L2(I), (2.1)

and

clos L2

( ∞⋃

j=−∞
Vj

)
= L2(I),

∞⋂

j=−∞
Vj = {0}. (2.2)

The spaces Vj are infinite dimensional vector spaces, whose elements f ∈ Vj have L2-

convergent representations

f =
∑

k∈IMj

ckφj,k

with coefficients (ck)k∈IMj ∈ `2 and IMj an appropriate index set (typically IN or Z). We

assume throughout that the family

Φj := {φj,k; k ∈ IMj} ⊂ Vj , (2.3)

is a Bessel family; i.e., there exists a constant Bj such that

∑

k∈IMj

|〈f, φj,k〉|2 ≤ Bj‖f‖2 for all f ∈ L2(I). (2.4)

For the theory to be valid for most cases of practical interest, we specify three assump-

tions (A1–A3) on the family {Φj}.
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Assumption A1. We assume that {Φj}j∈Z satisfies the following conditions:

(a) Each Φj constitutes a Riesz basis of Vj . In particular, there exist constants Aj , Bj > 0

such that

Aj

∑

k∈IMj

|ck|2 ≤
∥∥∥∥

∑

k∈IMj

ckφj,k

∥∥∥∥
2

L2(I)

≤ Bj

∑

k∈IMj

|ck|2, (ck) ∈ `2(IMj). (2.5)

(b) Each Φj is uniformly bounded; i.e., supk∈IMj
‖φj,k‖∞ < ∞,

(c) Each Φj is strictly local; i.e.,

(i) all functions φj,k have compact support

supp φj,k ⊂ [aj,k, bj,k], and hj := sup
k

(bj,k − aj,k) < ∞;

(ii) there exists mj ∈ IN such that at most mj of these intervals overlap; in other

words, the functions [φj,k]k∈IMj can be rearranged such that aj,k+mj ≥ bj,k.

(d) The maximal length of the support, hj in (c), converges to 0 as j tends to infinity.

Note that by the condition (c) the family Φj is locally finite, i.e., for every compact

interval [a, b] ⊂ I we have φj,k|[a,b] = 0 except for finitely many indices k ∈ IMj . Conditions

(a)–(c) combined require that the quotient of the length of the largest and smallest support

interval, for each j, be bounded, but the bound need not be uniform with respect to j.

Without causing any confusion, we also use Φj to denote the row vector of functions

φj,k, associated with a natural ordering of IMj . The refinement relation

Φj = Φj+1Pj (2.6)

is assumed to hold, where Pj is an infinite or bi-infinite matrix with row indices in IMj+1

and column indices in IMj . We further assume that the columns of Pj contain only finitely

many nonzero terms.

Remark. Some of our results developed in this paper are valid in a more general setting,

where linear independence or Riesz stability (2.5) of the families Φj is not required. Note,
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however, that we do not require any conditions of “uniform” refinement, as usually assumed

in the wavelet literature. In particular, we do not assume the spaces Vj to be shift-invariant,

nor do we assume dilation invariance.

Assumption A1(a) implies that the Gramian matrix

Γj = [〈φj,k, φj,`〉]k,`∈IMj

defines a bounded positive operator on `2(IMj) with bounded inverse. Moreover, the con-

dition (c) implies that Γj is banded, with bandwidth mj . The main result in Demko [8]

assures that the entries of Γ−1
j decay exponentially; more precisely, there exist constants

c > 0 and 0 < λ < 1 such that the entries γk,`
j of Γ−1

j satisfy

|γk,`
j | ≤ cλ|k−`|. (2.7)

Since the dual basis Φ̃j of the Riesz basis Φj is given by

Φ̃j = [φ̃j,k]k∈IMj = ΦjΓ−1
j ,

this also implies that the functions φ̃j,k decay exponentially. The orthogonal projection

onto Vj is given by the kernel operator

Kjf =
∫

I

f(y)Kj(·, y) dy, f ∈ L2(I),

where the kernel Kj is given by

Kj(x, y) = Φj(x)Γ−1
j Φj(y)T =

∑

k∈IMj

φj,k(x)φ̃j,k(y).

Again we can conclude from the property of exponential decay of the coefficients of Γ−1
j

that the kernel Kj decays exponentially, that is

|Kj(x, y)| ≤ ce−α|x−y|, x, y ∈ I,
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with some constants c, α > 0.

Another way to describe the orthogonal projection Kj is by means of an orthonor-

mal basis of Vj . Instead of applying the Gram-Schmidt orthogonalization procedure, an

orthonormal basis of Vj can be defined by

Φ⊥j = [φ⊥j,k]k∈IMj
:= ΦjΓ

−1/2
j ,

where Γ−1/2
j is the square root of Γ−1

j (in the sense of symmetric positive operators). Again,

the entries of Γ−1/2
j decay exponentially, and so do the functions φ⊥j,k. The kernel Kj of the

orthogonal projection onto Vj has the equivalent representation

Kj(x, y) = Φ⊥j (x)Φ⊥j (y)T .

Our second assumption on the family {Φj} is often used in connection with the study

of the approximation order of the spaces Vj , see e.g. [2], [9].

Assumption A2. All the kernels Kj , j ∈ Z, reproduce polynomials of order m ≥ 1 (or

degree m− 1); i.e.

∫

I

yνKj(x, y) dy = xν , x ∈ I, 0 ≤ ν ≤ m− 1.

The above assumption is equivalent to the identities

xν =
∑

k∈IMj

g
(ν)
j,k φj,k(x), x ∈ I, 0 ≤ ν ≤ m− 1, (2.8)

where

g
(ν)
j,k = 〈xν , φ̃j,k〉, k ∈ IMj , 0 ≤ ν ≤ m− 1.

Since the functions φ̃j,k, k ∈ IMj , are uniformly bounded and decay exponentially, the

coefficients [g(ν)
j,k ]k∈IMj grow at most polynomially as |k| tends to infinity. Moreover, if

xν =
∑

k∈IMj

akφj,k
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holds, where [ak]k∈IMj
grows at most polynomially, we can interchange the order of integra-

tion and summation in

〈xν , φ̃j,`〉 =
∑

k∈IMj

ak〈φj,k, φ̃j,`〉 = a`,

to give ak = g
(ν)
j,k for all k ∈ IMj . An application of the refinement relation (2.6) then yields

xν = [g(ν)
j,k ]ΦT

j (x) = [g(ν)
j,k ](PT

j ΦT
j+1(x)) = ([g(ν)

j,k ]PT
j )ΦT

j+1(x), (2.9)

and this shows that

[g(ν)
j+1,k]k∈IMj+1 = [g(ν)

j,k ]k∈IMj P
T
j . (2.10)

(Note that the associative law can be applied in (2.9), because Φj is locally finite and Pj

has only finitely many nonzero terms in each row and column.)

As usual, we let Hm(I) denote the Sobolev space of functions f with distributional

derivatives f (ν) ∈ L2(I), 0 ≤ ν ≤ m; in particular, every f ∈ Hm(I) is (m − 1)-times

differentiable, and f (m−1) is absolutely continuous. The usual Sobolev norm is defined as

‖f‖m :=

(
m∑

k=0

‖f (k)‖2L2(I)

)1/2

.

Our third assumption on the family {Φj} is concerned with the characterization of

vanishing moments of elements of Vj . This consideration is closely related to the concept

of “commutation” in the study of irregular subdivision as described, e.g., in [6].

Assumption A3. For some given integer L ≥ 1, there exists a nonstationary NMRA

· · · ⊂ Ṽ−1 ⊂ Ṽ0 ⊂ Ṽ1 ⊂ · · · ⊂ L2(I),

and families

Ξj = {ξj,k; k ∈ ĨMj} ⊂ Ṽj

which satisfy Assumption A1 (with Vj replaced by Ṽj) and the following two conditions:
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(a) All the functions ξj,k are elements of HL(I) and have L − 1 vanishing derivatives at

any finite endpoint of I.

(b) f ∈ Vj has vanishing moments of order L, if and only if there exists v ∈ `2(ĨMj) such

that f(x) = dL

dxL Ξj(x) v. Moreover, v decays exponentially if f does.

Of particular importance to our investigation are certain bounded self-adjoint operators

whose integral kernel is an element of the tensor product space Vj ⊗ Vj . These operators

were defined by means of symmetric positive semi-definite (spsd) matrices Sj in the case of

finite dimensional spaces Vj in [4].

Definition 1. Let Φ = [φk]k∈IM be a locally finite Bessel family in L2(I) and S = [sk,l]k,`∈IM

a symmetric matrix which defines a bounded linear operator on `2(IM). Then we define the

kernel

KS(x, y) := Φ(x) S ΦT (y) =
∑

k,`∈IM

sk,`φk(x)φ`(y), (2.11)

the associated symmetric operator

KSf :=
∫

I

f(y)KS(·, y) dy, f ∈ L2(I), (2.12)

and the quadratic form

TSf := 〈f,KSf〉 =
[
〈f, φk〉

]
k∈IM

S
[
〈f, φk〉

]T

k∈IM
, f ∈ L2(I). (2.13)

Note that the function values KS(x, y) of the kernel are well defined for an arbitrary

matrix S, since Φ is assumed to be locally finite: for fixed x and y, the sum in (2.11)

has only finitely many nonzero summands. Moreover, for symmetric S, the kernel KS is

symmetric, i.e., KS(x, y) = KS(y, x). Since S is assumed to define a bounded operator on

`2(IM), the following argument shows that the operator KS maps L2(I) into itself. Indeed,

let B be an upper bound in (2.4) of the Bessel family Φ and f ∈ L2(I). We may conclude

from (2.11)–(2.12) that

KSf(x) =
∑

k∈IM

(∑

`∈IM

sk,`〈f, φ`〉
)

φk(x), x ∈ I,

11



and this gives

‖KSf‖22 ≤ B
∑

k∈IM

∣∣∣∣
∑

`∈IM

sk,`〈f, φ`〉
∣∣∣∣
2

≤ B‖S‖2`2→`2

∑

`∈IM

|〈f, φ`〉|2 ≤ B2‖S‖2`2→`2‖f‖2L2
.

Therefore, KS is a bounded linear operator on L2(I), with ‖KS‖ ≤ B‖S‖`2→`2 . The last

expression also defines an upper bound for the quadratic form TS in (2.13). If Φ defines a

Riesz basis, then the moment sequences [〈f, φk〉]k∈IM, where f ∈ L2(I), are known to be

all of `2(IM). Hence, there is a one-to-one correspondence between the bounded quadratic

forms TS and the symmetric matrices S that act on `2(IM).

3. Approximate Duals

With rare exceptions, the dual Riesz basis Φ̃j of a given Riesz basis is not compactly

supported. In this section, we define the notion of approximate duals of Riesz bases and

show how they are related to quasi-projection operators, that is, operators of the form

KS which reproduce polynomials of a certain degree. The approximation order of such

operators is related to their polynomial accuracy. In Section 5, we will give examples of

approximate duals of B-splines of order m ≥ 2 which have compact support. Since our

present discussion is only for one single space

V := closL2 (span {φk; k ∈ IM}) ,

we can, and will, omit the first index j in this section.

For the Sobolev space Hm(I) introduced earlier, we allow, for completeness, the interval

I = (a, b) to be bounded or unbounded; that is, a may be real or −∞ and b may be real

or +∞. Then, the subspace Hm
0 (I) of Hm(I) consists of all functions in Hm(I) which

satisfy the following boundary conditions: if c is a finite endpoint of I, then f (ν)(c) = 0 for

0 ≤ ν ≤ m− 1. If c is an infinite “endpoint” of I (so c = −∞ or c = ∞), then

lim
x→c

xνf (ν)(x) = 0, 0 ≤ ν ≤ m− 1.
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Hence, for every f ∈ Hm
0 (I), integration by parts leads to the identity

f(x) =
∫ x

a

(x− t)m−1

(m− 1)!
f (m)(t) dt = −

∫ b

x

(x− t)m−1

(m− 1)!
f (m)(t) dt, f ∈ Hm

0 (I), x ∈ I.

(3.1)

The concept under consideration in this section is valid under less restrictive assump-

tions than those described in Section 2. In particular, instead of requiring the family Φ to

be strictly local as in Assumption A1(c), we only require that, for every k ∈ IM, positive

constants ck, r exist for which

|φk(x)|, |φ̃k(x)| ≤ ck(1 + |x|)−r, x ∈ I, (3.2)

where r > 1 will be chosen later. The same decay condition is assumed to hold for the

functions ξk and their duals ξ̃k in Assumption A3. We also assume that ξk, ξ̃k ∈ HL
0 (I),

and this is the proper extension of Assumption A3 to functions with unbounded support.

Without any further assumptions on the space V , the orthogonal projection

K : L2(I) → V

admits a representation of the form

Kf(x) =
∫

I

f(y)K(x, y) dy, a.e. x ∈ I,

where the orthoprojection kernel (or kernel for orthogonal projection)

K(x, y) =
∑

`

η`(x)η`(y)

is defined by choosing any orthonormal basis {η`} for V . We assume that this kernel (and

all kernels defined later) satisfies the “localization property”

|K(x, y)| ≤ C

(1 + |x− y|)r
, x, y ∈ I, (3.3)

where r > 0 is a parameter which will be chosen later.
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Definition 2. Let Φ be a Bessel family in L2(I) and S = [sk,`]k,`∈IM some matrix that

defines a bounded operator on `2(IM). Denote by ΦS := ΦS = [φS
k ]k∈IM a corresponding

Bessel family. Then for an integer L ≥ 1, ΦS is said to constitute an approximate dual of

order L relative to Φ, if the kernel

KS = Φ(x)SΦ(y)T =
∑

k,`∈IM

sk,`φk(x)φ`(y) (3.4)

satisfies the decay condition (3.3), where r > 2L + 1, and the following two conditions of

vanishing moments in the x- and y-directions hold:

∫

I

xν(K −KS)(x, y) dx = 0 for a.e. y ∈ I, 0 ≤ ν ≤ L− 1, (3.5)

∫

I

yν

∫ x

a

(x− t)L−1

(L− 1)!
(K −KS)(t, y) dt dy = 0 for a.e. x ∈ I, 0 ≤ ν ≤ L− 1. (3.6)

Remark. The notion of “approximate dual” for the family ΦS reflects to the approximation

properties of the operator

KS : L2(I) → V, KSf(x) =
∫

I

f(y)KS(x, y) dy, x ∈ I,

which will be presented in Theorem 2 later. We will also call the operator KS a quasi-

projection operator, in view of the polynomial reproduction property (3.5). The reason

for the introduction of this notion is that approximate duals have the advantage over the

canonical duals in that both families Φ and ΦS may consist of compactly supported functions

of arbitrary smoothness.

The next proposition shows that (3.6) is implied by (3.5) if I 6= IR. We also give an

example where the implication fails for I = IR.

Proposition 1. If I = [a, b] or [a,∞) or (−∞, b], where a, b are real numbers, then (3.6)

follows from (3.5) for every pair K and KS of symmetric kernels that satisfy the decay

condition (3.3) for some r > L.
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Proof: The result is established by a simple application of Fubini’s theorem. Let K1, K2 :

I × I → C be symmetric kernels, with

Kn(x, y) = Kn(y, x), x, y ∈ I, n = 1, 2,

which satisfy the decay condition (3.3). It is sufficient to consider the case I = [0, b) where

b is either real or ∞. Then the decay condition implies that

Cν := sup
x∈I

∫

I

(1 + |x− y|)ν |(K1 −K2)(x, y)| dy < ∞, 0 ≤ ν ≤ L− 1. (3.7)

We make use of the relation

|y|ν ≤ (|t− y|+ |t|)ν ≤ 2ν(|t− y|ν + |t|ν).

Hence, for all x ∈ I, we obtain

∫ b

0

∫ x

0

|y|ν (x− t)L−1

(L− 1)!
|(K1 −K2)(t, y)| dt dy ≤

∫ x

0

2ν(Cν + C0t
ν)

(x− t)L−1

(L− 1)!
dt < ∞.

An application of Fubini’s theorem leads to

∫ b

0

∫ x

0

yν (x− t)L−1

(L− 1)!
(K1 −K2)(t, y) dt dy =

∫ x

0

(x− t)L−1

(L− 1)!

(∫ b

0

yν(K1 −K2)(t, y) dy

)
dt.

Now, the symmetry of the kernels and (3.5) imply that

∫ b

0

yν(K1 −K2)(t, y) dy =
∫ b

0

yν(K1 −K2)(y, t) dy = 0.

The next example shows that the second condition (3.6) is indispensable in the case

where I = IR. This arises from the fact that the application of Fubini’s theorem in the

proof of Proposition 1 cannot be extended to the bi-infinite setting.

Example 1. Let Nm denote the cardinal B-spline of order m (or degree m− 1) with knots

0, 1, . . . ,m. We consider L = 2 and define the piecewise bilinear kernel

K(x, y) =
∑

k∈Z

N2(y − k)(N2(x− k + 1)− 2N2(x− k) + N2(x− k − 1)), x, y ∈ IR .
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By re-ordering the (locally finite) sum, we see that K is symmetric. The well-known formula

for the derivatives of cardinal B-splines can be applied to give

N ′′
4 (x− k + 1) = N ′

3(x− k + 1)−N ′
3(x− k) = N2(x− k + 1)− 2N2(x− k) + N2(x− k− 1).

Hence, for ν = 0, 1 in (3.5), we obtain

∫

IR

xνK(x, y) dx = 0, y ∈ IR .

On the other hand, the function

G2(x, y) :=
∫ x

−∞
(x− t)K(t, y) dt =

∑

k∈Z

N2(y − k)N4(x− k + 1)

does not have any vanishing moment in the y−direction at all. Hence, (3.6) is not satisfied

for the kernel K and ν = 0 or 1. On the other hand, it is worthwhile to observe, however,

that K satisfies both conditions (3.5) and (3.6) of order L = 1. Indeed, the function

G1(x, y) :=
∫ x

−∞
K(t, y) dt =

∑

k∈Z

N2(y − k)(N3(x− k + 1)−N3(x− k))

satisfies

∫

IR

G1(x, y) dy =
∑

k∈Z

(N3(x− k + 1)−N3(x− k)) = 0, x ∈ IR .

We have thus seen that, although K annihilates polynomials of order 2 (or degree 1), its

order, relative to the conditions of approximate duals, is only 1.

Remark. The previous example is typical for the case where V is a shift-invariant subspace

of L2(IR). For certain approximate duals of order L ≤ m of the cardinal B-spline basis

Φ = [Nm(· − k)]k∈Z, it is shown in [7] that KS reproduces polynomials of degree up to

min(m−1, 2L−1). Therefore, the order of polynomial reproduction (and the approximation

order) of the kernel KS can exceed its order as an approximate dual. Proposition 1 shows,
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however, that both of these orders agree, if Φ is the B-spline basis on a bounded interval

I = [a, b] with m-fold stacked knots at both endpoints or on I = [0,∞) with an m-fold

knot at 0. For B-splines on non-uniform nested knot vectors on the bi-infinite interval,

the situation is much more complicated. Here, although we may conclude that both orders

agree for most cases, yet the order of polynomial reproduction of the kernel KS could exceed

its order as an approximate dual only in very special occasions.

There is a strong connection between approximate duals and vanishing moments of

the kernel difference K − KS , where K, as before, denotes the orthoprojection kernel of

the subspace V . In order to formulate the next result in a general setting, we replace the

property in Assumption A1(c) of being strictly local by the weaker decay assumptions (3.2).

Theorem 1. Assume that Φ satisfies Assumptions A1(a) and A3, and that the decay

conditions (3.2) hold. Then a symmetric matrix S defines an approximate dual ΦS of order

L, if and only if there exists a symmetric matrix A = [ak,`]k,`∈ĨM, which defines a bounded

operator on `2(ĨM), such that

(K −KS)(x, y) =
∂2L

∂xL∂yL

∑

k,`∈ĨM

ak,`ξk(x)ξ`(y), x, y ∈ I. (3.8)

Proof: For the necessity condition, we see that, based on Assumption A1, the orthopro-

jection kernel K for the subspace V is given by

K(x, y) =
∑

k∈IM

φk(x)φ̃k(y) =
∑

k,`∈IM

γk,`φk(x)φ`(y),

where γk,` denote the entries of the inverse Gramian of the Riesz basis Φ. Therefore, the

kernel K̃ := K −KS is given by

K̃(x, y) =
∑

`∈IM

d`(x)φ`(y), x, y ∈ I, (3.9)

where

d`(x) =
∑

k∈IM

(γk,` − sk,`)φk(x) = 〈(K −KS)(x, ·), φ̃`〉. (3.10)

17



Clearly, each function d` is a function in V .

Our first step of the proof is to show that the function d` has vanishing moments of

order L, and then apply part (b) of Assumption A3. We infer from (3.3), that

Cν := sup
x∈I

∫

I

(1 + |x− y|)ν |K̃(x, y)| dy < ∞, 0 ≤ ν ≤ L− 1. (3.11)

In order to apply Fubini’s theorem, we make use of the relation

|x|ν ≤ (|y|+ |x− y|)ν ≤ 2ν(|y|ν + |x− y|ν).

For all 0 ≤ ν ≤ L− 1 and ` ∈ IM, this leads to

∫

I×I

|x|ν |φ̃`(y)K̃(x, y)| dx dy ≤ 2ν

(
C0

∫

I

|yν φ̃`(y)| dy + Cν

∫

I

|φ̃`(y)| dy

)
.

The right-hand side is finite due to (3.2). An application of Fubini’s theorem gives

∫

I

xνd`(x) dx =
∫

I

xν

(∫

I

K̃(x, y)φ̃`(y) dy

)
dx =

∫

I

φ̃`(y)
(∫

I

xνK̃(x, y) dx

)
dy,

and the condition (3.5) implies ∫

I

xνd`(x) dx = 0.

Therefore, by Assumption A3(b), we have

d`(x) =
dL

dxL

∑

k∈ĨM

vk,`ξk(x), (3.12)

where [vk,`]k∈ĨM is a sequence in `2(ĨM).

In the second step of the proof, we introduce the kernel

G(x, y) :=
∫ x

a

(x− t)L−1

(L− 1)!
K̃(t, y) dt

and proceed in a similar way as before. First, we develop a decay condition for G which

replaces (3.3). Note that, by (3.5), we have

G(x, y) =
∫ x

a

(x− t)L−1

(L− 1)!
K̃(t, y) dt = −

∫ b

x

(x− t)L−1

(L− 1)!
K̃(t, y) dt, (3.13)

18



which includes the cases a = −∞ and b = ∞. Therefore, for any x, y ∈ I with y > x, we

infer from (3.3) that

|G(x, y)| ≤ C

(L− 1)!

∫ x

a

(x− t)L−1

(1 + (y − x) + (x− t))r
dt

≤ C̃

(1 + |y − x|)r−L
,

(3.14)

where the constant C̃ does not depend on x and y. Likewise, for y < x, we use the second

integral in (3.13) and obtain the same upper bound for |G(x, y)|. This establishes a similar

decay condition as in (3.3), with the exception that r must be replaced by r − L. If we

insert (3.12) into (3.9) and make use of (3.1), we obtain

G(x, y) =
∑

`∈IM

∑

k∈ĨM

vk,`ξk(x)φ`(y)

=
∑

k∈ĨM

ek(y)ξk(x)

where

ek(y) =
∑

`∈IM

vk,`φ`(y) = 〈G(·, y), ξ̃k〉, k ∈ ĨM.

Analogous to the first step of the proof, we see that ek is an element of V , which, by (3.6),

has vanishing moments of order L. Once more, we can apply Assumption A3(b) and obtain

ek(y) =
dL

dyL

∑

`∈ĨM

ak,`ξ`(y), y ∈ I, k ∈ ĨM,

where [ak,`]`∈ĨM is a sequence in `2(ĨM).

Finally, as a consequence of the first two steps, we have already shown that

(K −KS)(x, y) = K̃(x, y) =
dL

dxL
G(x, y) =

∂2L

∂xL∂yL
H(x, y),

where we let

H(x, y) :=
∫ y

a

(y − s)L−1

(L− 1)!
G(x, s) ds =

∑

k,`∈ĨM

ak,`ξk(x)ξ`(y), x, y ∈ I.
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As in (3.14), we find that

|H(x, y)| ≤ C̃

(1 + |y − x|)r−2L
, (3.15)

for almost all x, y ∈ I. We conclude that

∫

I

|H(x, y)| dy ≤ C, x ∈ I,

where the constant C does not depend on x. Therefore, the kernel H defines a bounded

operator on L2(I) and, likewise, the matrix A defines a bounded operator on `2(ĨM).

The sufficiency condition is obvious from the definition of approximate duals. This

completes the proof of the theorem.

The result of Theorem 1 can be extended by introducing a localization parameter h > 0

into the decay conditions (3.2) and (3.3); for the remainder of this section, we assume that

|φk(x)|, |φ̃k(x)|, |ξk(x)|, |ξ̃k(x)| ≤ C̃√
h(1 + |x− tk|/h)r

, x ∈ I, (3.16)

|K(x, y)|, |KS(x, y)| ≤ C

h(1 + |x− y|/h)r
, x, y ∈ I, (3.17)

where C, r > 0 and (tk)k∈IM is a real sequence which satisfies

|tk − t`| ≥ dh|k − `|, k, ` ∈ IM,

for some positive constant d.

Proposition 2. Let L ≥ 1 be an integer and assume that the functions φk, φ̃k in Assump-

tion A1 and ξk, ξ̃k in Assumption A3 satisfy the decay condition (3.16), where r > 2L + 1.

If S defines an approximate dual of order L, and if K and KS satisfy the decay condition

(3.17), then the coefficients ak,` in equation (3.8) of Theorem 1 satisfy

|ak,`| ≤ Ch2L(1 + |k − `|)−(r−2L).
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Moreover, the kernel

H(x, y) =
∑

k,`∈ĨM

ak,`ξk(x)ξ`(y)

satisfies

|H(x, y)| ≤ C̃h2L−1

(1 + |x− y|/h)r−2L
, x, y ∈ I. (3.18)

Here the constants C and C̃ depend only on r, L, and the constants in (3.16), (3.17), but

not on h.

Proof: The kernel H, as in the proof of Theorem 1, can be constructed in two steps, as

follows. First, let us consider

G(x, y) =
∫ x

a

(x− t)L−1

(L− 1)!
(K −KS)(t, y) dt.

Then by the condition (3.17), an analogous estimate as in (3.14) leads, for all y ≥ x, to

|G(x, y)| ≤ C

h(L− 1)!

∫ x

a

(x− t)L−1

(1 + (y − x)/h + (x− t)/h)r
dt

=
ChL−1

(L− 1)!

∫ (x−a)/h

0

tL−1

(1 + (y − x)/h + t)r
dt

≤ ChL−1

(L− 1)!

∫ ∞

0

tL−1

(1 + (y − x)/h + t)r
dt

=
ChL−1

(L− 1)!
(
r−1
L

)
(1 + (y − x)/h)r−L

.

The case y < x is treated analogously. In the same manner, we further obtain that

|H(x, y)| =
∣∣∣∣
∫ y

a

(y − s)L−1

(L− 1)!
G(x, s) ds

∣∣∣∣

≤ Ch2L−1

((L− 1)!)2
1(

r−1
L

)(
r−L−1

L

)
(1 + |x− y|/h)r−2L

for all x, y ∈ I. This proves the second assertion of the proposition.

The coefficients ak,` can be computed by using the formula

ak,` =
∫

I

∫

I

H(x, y)ξ̃k(x)ξ̃`(y) dx dy.
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Therefore, from the estimate (3.16) for the functions ξ̃k, we have

|ak,`| ≤ Ch2L−2

∫

I

∫

I

1
(1 + |x− y|/h)r−2L(1 + |x− tk|/h)r(1 + |y − t`|/h)r

dx dy

≤ Ch2L−2

∫

IR

∫

IR

1
(1 + |x− y + tk − t`|/h)r−2L(1 + |x|/h)r(1 + |y|/h)r

dx dy

= Ch2L

∫

IR

∫

IR

1
(1 + |x− y + (tk − t`)/h|)r−2L(1 + |x|)r(1 + |y|)r

dx dy

≤ Ch2L

∫

IR

∫

IR

1
(1 + |y − (tk − t`)/h|)r−2L(1 + |x|)2L(1 + |y|)r

dx dy

≤ Ch2L

∫

IR

∫

IR

1
(1 + |(tk − t`)/h|︸ ︷︷ ︸

≥d|k−`|

)r−2L(1 + |x|)2L(1 + |y|)2L
dx dy

≤ C̃h2L 1
(1 + |k − `|)r−2L

.

For the above third and fourth inequalities, we have made use of the fact that (1 + |x|)(1 +

|x− a|) ≥ 1 + |a| for all reals x and a. This completes the proof of Proposition 2.

We will now establish the following estimate of the approximation error

‖f −KSf‖Hβ ≤ hα−β‖f‖Hα , f ∈ Hα,

where β < α are real numbers which are used to define the order of the corresponding

Sobolev spaces. Hence, for β = 0 we obtain error estimates in L2(I), and for β > 0 we

have estimates of simultaneous approximation. On the other hand, for β < 0, Hβ(I) is

defined to be the dual space of H |β|(I). Error estimates of this form have been developed

for the approximation by kernel operators that map into shift-invariant subspaces of L2(I),

see e.g.[11, 12].

The following result specifies the approximation order of the operator KS in relation

to the order of the approximate dual. The effect of “doubling” the order, as observed in

the shift-invariant setting by [7], occurs here in a weaker form.

Theorem 2. Let ΦS be an approximate dual of order L. Furthermore, let the assumptions

of Proposition 2 be satisfied. Then there exists a constant c1 > 0, which depends only on
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r, L and the constant in (3.18), such that

‖f −KSf‖−L ≤ inf
g∈V

‖f − g‖L2(I) + c1h
2L‖f‖L, f ∈ HL(I). (3.19)

Proof: We split the error estimate into two parts, namely

‖f −KSf‖−L ≤ ‖f −Kf‖−L + ‖Kf −KSf‖−L.

For the first error term, it follows from the definition of Sobolev spaces with negative

exponent that

‖f −Kf‖−L ≤ ‖f −Kf‖L2(I),

and this is the first term on the right-hand side in (3.19). Therefore, it suffices to prove

that

‖Kf −KSf‖−L ≤ c1h
2L‖f‖L, f ∈ HL(I). (3.20)

This is done by applying the duality relation

‖Kf −KSf‖−L = sup
g∈HL(I)

1
‖g‖L

∣∣∣∣
∫

I

(Kf(x)−KSf(x))g(x) dx

∣∣∣∣.

The integral on the right-hand side of this identity is given by
∫

I

(Kf(x)−KSf(x))g(x) dx =
∫

I

g(x)
∫

I

f(y)(K(x, y)−KS(x, y)) dy dx

=
∫

I×I

f(y)g(x)
∂2L

∂xL∂yL
H(x, y) dx dy

=
∫

I

g(L)(x)
∫

I

f (L)(y)H(x, y) dy dx.

Here, the integration by parts does not introduce any boundary terms since H has the

representation in Proposition 2 with ξk ∈ HL
0 , by Assumption 3. Furthermore, the upper

bound for H in Proposition 2 implies that

sup
x∈I

∫

I

|H(x, y)| dy ≤ C̃h2L−1

∫

I

(
1 +

|x− y|
h

)2L−r

dy ≤ C̃h2L

∫

IR

(
1 + |x

h
− y|

)2L−r

dy ≤ c1h
2L.
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Hence, standard estimates for kernel operators give
∥∥∥∥
∫

I

f (L)(y)H(·, y) dy

∥∥∥∥
L2(I)

≤ c1h
2L‖f (L)‖L2(I).

Therefore, the Cauchy-Schwarz inequality can be applied to give
∣∣∣∣
∫

I

(Kf(x)−KSf(x))g(x) dx

∣∣∣∣ ≤ c1h
2L‖f (L)‖L2(I)‖g(L)‖L2(I),

and this leads to the desired error estimate.

Remark. It was observed in [7] that for the shift-invariant setting, where I = IR and

φk(x) = h−1/2φ(x/h − k) with φ ∈ L2(IR) and k ∈ Z, an estimate for the L2-norm of the

error

‖f −KSf‖L2(IR) ≤ chκ‖f‖κ, f ∈ Hκ(I),

can be derived with κ = min{2L,m}. Here, m denotes the approximation order of the space

V in the L2-norm, so that κ represents the smaller of the two exponents on the right-hand

side of (3.19). This result is closely related to the phenomenon of excess in the order of

polynomial reproduction as mentioned in a previous remark. In this regard, Kyriazis [12]

has developed several results which allow us to study error estimates of the form (3.19) to

be “shifted” along a certain scale of the Triebel-Lizorkin spaces. However, application of

these results to our consideration of approximate duals is not straightforward, and we leave

this study to future research.

4. Theory of tight NMRA wavelet frames

The construction of wavelets and frames from a nonstationary MRA (or NMRA) is based

on the definition of the derived function families

Ψj = [ψj,k]k∈INj := Φj+1 Qj , j ∈ Z, (4.1)

where Qj is an infinite or bi-infinite matrix with row indices in IMj+1 and column indices in

some new index set INj . A natural ordering of INj will be assumed throughout. Note that
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the columns of Qj define the coefficient sequences of the functions ψj,k. In order to have

localization of this family, we assume that {Φj} satisfies Assumption A1 and the columns

of Qj decay at least exponentially.

In this section, we present the characterization of tight NMRA frames in a general

setting and describe a generic method for their construction, which is motivated by the

“oblique matrix extension” method for the shift-invariant case, see [3,7]. More elaborate

results will be derived in Section 5 for the NMRA of B-splines on nonuniform knot vectors.

Observe that the infinite matrix Qj in (4.1) has no well-defined diagonal. In order to

describe frames with compact support, the sparsity of this matrix is defined by the upper

and lower profile

uk(Qj) ≤ `k(Qj), k ∈ INj ,

such that the column entries q
(j)
i,k vanish if i < uk(Qj) and i > `k(Qj); moreover, both

sequences are chosen to be nondecreasing. If, in addition, there exist positive integers nj

and ñj , such that

`k(Qj)− uk(Qj) ≤ nj − 1 and uk(Qj) < uk+ñj (Qj),

we say that the family Ψj is local with respect to Φj+1. Note that the totality of all these

conditions on Qj implies that Ψj is locally finite.

Our aim in this section is to give a definition as well as some characterization of NMRA

tight frames of L2(I) in the given NMRA setting.

Definition 3. Assume that (Vj)j∈Z constitute an NMRA of L2(I) and the associated

Riesz bases {Φj}j∈Z satisfy Assumption A1. Let Ψj = Φj+1Qj , j ∈ Z, where Qj is a real

or complex matrix of dimension IMj+1 × INj , whose columns either decay exponentially or

which is local with respect to Φj+1. Then the family {Ψj}j∈Z constitutes a (normalized)

NMRA tight frame of L2(I), if

∑

j∈Z

∑

k∈INj

|〈f, ψj,k〉|2 = ‖f‖2, for all f ∈ L2(I). (4.2)
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Our next result gives a characterization of such tight frames. This result is an extension

of Theorem 1 in [4] to unbounded intervals.

Theorem 3. Under the same assumptions as in Definition 3, the families {Ψj}j∈Z =

{Φj+1Qj}j∈Z constitute an NMRA tight frame of L2(I), if and only if there exist spsd

matrices Sj , j ∈ Z, such that the following conditions hold:

(i) for each j, the quadratic form Tj in (2.13) is bounded on L2(I),

(ii) for every function f ∈ L2(I),

lim
j→∞

Tjf = ‖f‖2, and lim
j→−∞

Tjf = 0, (4.3)

(iii) for each j, the following identity holds:

Sj+1 − PjSjP
T
j = QjQ

T
j , j ∈ Z. (4.4)

Proof: We first assume that ψj,k, j ∈ Z, k ∈ INj , constitute an NMRA tight frame, and

each family Ψj is defined by a matrix Qj in (4.1). For j ∈ Z, we define the sequence of

matrices

Sj,n := Qj−1Q
T
j−1 +

n∑

`=1

(
Pj−1 · · ·Pj−`Qj−`−1Q

T
j−`−1P

T
j−` · · ·PT

j−1

)
. (4.5)

In order to take the limit of this sequence for n → ∞, we observe that the quadratic

form

Tj,nf := [〈f, Φj〉]Sj,n[〈f, Φj〉]T =
n+1∑

`=1

∑

k∈INj−`

|〈f, ψj−`,k〉|2, f ∈ L2(I),

satisfies

Tj,nf ≤ Tj,n+1f ≤ ‖f‖2, f ∈ L2(I).

Our assumption that Φj defines a Riesz basis of Vj implies that the matrices Sj,n, n ≥ 1,

define a monotonic sequence of bounded symmetric operators on `2(IMj). By [14], p. 263,
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the sequence converges in the strong operator topology to a symmetric operator Sj on

`2(IMj), which is the spsd matrix of the theorem. The corresponding quadratic form

Tjf = [〈f, Φj〉]Sj [〈f, Φj〉]T , f ∈ L2(I),

satisfies properties (i) and (ii) of the theorem. Moreover, (4.5) shows that

Sj+1,n+1 − PjSj,nPT
j = QjQ

T
j , n ≥ 1.

Since this identity remains true for the limits Sj+1 and Sj , we have also proved property

(iii) of the theorem.

To establish the converse direction, we assume that spsd matrices Sj , j ∈ Z, that

satisfy (i)–(iii) are given. Then the identity

TJ2f = TJ1f +
J2−1∑

j=J1

∑

k∈INj

|〈f, ψj,k〉|2, J2 > J1, (4.6)

is a direct consequence of condition (iii), and (i) implies that taking the limit for J2 → ∞
and J1 → −∞ on both sides of (4.6) leads to the tight frame condition (4.2).

Remark. The following three conditions, which are also mentioned in [4], are sufficient for

the validity of the property (i) in Theorem 3, namely:

∫

I

|KSj (x, y)| dy ≤ C a.e. x ∈ I, j ≥ 0, (4.7)

for some constant C > 0;

∫

I

KSj (x, y) dy = 1, a.e. x ∈ I, j ≥ 0; (4.8)

and

lim
j→∞

∫

|x−y|>ε

|KSj (x, y)| dy = 0, j ≥ 0, (4.9)

for any ε > 0. We remark that condition (4.9), by itself, is satisfied, if the matrices Sj have

a fixed maximal bandwidth r > 0 and {Φj}j∈Z is locally supported, since the integral in
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(4.9) is zero for sufficiently large values of j. We will return to the construction of kernels

KSj
of this type in section 5.

For practical applications, all of the wavelets ψj,k must have vanishing moments of

some order L ≥ 1, meaning that

∫

I

xνψj,k(x) dx = 0, 0 ≤ ν ≤ L− 1.

We assume from now on that the NMRA also satisfies Assumption A2; that is, the

orthoprojection kernels Kj reproduce polynomials of degree m − 1. A first construction

of a nonstationary tight frame of L2(I) with m vanishing moments is given next. This

construction will lead to wavelets with unbounded support. Nevertheless, this frame is of

importance for our subsequent analysis of vanishing moments of nonstationary frames with

compact support.

As for the construction of orthonormal wavelets, we define the space

Wj := Vj+1 ∩ V ⊥
j .

Note that the kernel Kj+1−Kj is the orthoprojection kernel of Wj . The next result provides

us with a tight frame for Wj , and thus with a representation of the form

(Kj+1 −Kj)(x, y) =
∑

k∈IMj+1

ψj,k(x)ψj,k(y), (4.10)

where all the functions ψj,k have m vanishing moments.

Theorem 4. Assume that Φj and Φj+1 are strictly local Riesz bases as specified by As-

sumption A1(a)–(c), and that Φj = Φj+1Pj as in (2.6). Furthermore, assume that the

associated kernels Kj and Kj+1 reproduce all polynomials of degree m − 1. Then the

orthonormal bases Φ⊥j := ΦjΓ
−1/2
j and Φ⊥j+1 := Φj+1Γ

−1/2
j+1 satisfy the refinement relation

Φ⊥j = Φ⊥j+1P
⊥
j , (4.11)
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where P⊥j = Γ1/2
j+1PjΓ

−1/2
j . Moreover, the family

Θj = [θj,k]k∈IMj+1 := Φ⊥j+1(I − P⊥j (P⊥j )T ) (4.12)

constitutes a normalized tight frame of Wj . All the functions θj,k of this frame decay

exponentially and have m vanishing moments.

Proof: The refinement relation (4.11) immediately follows from the definitions. By the fact

that Φ⊥j+1 is an orthonormal basis of Vj+1, the (k, `)-entry of the matrix P⊥j , for k ∈ IMj+1

and ` ∈ IMj , is given by

(P⊥j )k,` = 〈φ⊥j+1,k, φ⊥j,`〉.

Moreover, the entries in each column and row of P⊥j decay exponentially. Thereby, the

entries in the rows and columns of the matrix product P⊥j (P⊥j )T decay exponentially as

well. On the other hand, for every k, ` ∈ IMj , the (k, `)-entry of the matrix product

(P⊥j )T P⊥j is given by

ck,` =
∑

s∈IMj+1

〈φ⊥j+1,s, φ
⊥
j,k〉 〈φ⊥j+1,s, φ

⊥
j,`〉 = 〈φ⊥j,k, φ⊥j,`〉 = δk,`,

where we have applied the Plancherel identity for the elements φ⊥j,k, φ⊥j,` ∈ Vj+1. This leads

to the conclusion

(P⊥j )T P⊥j = I. (4.13)

Let Θj be the function vector in (4.12), where every θj,k decays exponentially, since

the columns of I −P⊥j (P⊥j )T do so. Moreover, θj,k is an element of Vj+1 by definition, and

is also an element of Wj , since the identity (4.13) shows that the mixed Gramian vanishes;

that is, we have

〈ΘT
j ,Φ⊥j 〉 = (I − P⊥j (P⊥j )T )〈(Φ⊥j+1)

T , Φ⊥j+1〉P⊥j = (I − P⊥j (P⊥j )T )P⊥j = 0.
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Another application of (4.13) leads to

Θj(x)ΘT
j (y) = Φ⊥j+1(x)(I − P⊥j (P⊥j )T )2(Φ⊥j+1(y))T

= Φ⊥j+1(x)
(
I − 2P⊥j (P⊥j )T + P⊥j (P⊥j ))T P⊥j (P⊥j ))T

)
(Φ⊥j+1(y))T

= Φ⊥j+1(x)
(
I − P⊥j (P⊥j )T

)
(Φ⊥j+1(y))T

= Φ⊥j+1(x)(Φ⊥j+1(y))T − Φ⊥j (x)(Φ⊥j (y))T

= Kj+1(x, y)−Kj(x, y).

Hence, the orthoprojection kernel of Wj is given by (4.10). This implies that Θj constitutes

a normalized tight frame of Wj . Indeed, for every f ∈ Wj , we have
∑

k∈IMj+1

|〈f, θj,k〉|2 = 〈f, Θj〉 〈ΘT
j , f〉

=
∫

I

f(x)
∫

I

f(y)(Kj+1 −Kj)(x, y) dy dx

=
∫

I

|f(x)|2 dx.

Finally let us show that every θj,k has m vanishing moments. For 0 ≤ ν ≤ m− 1, it follows

from Assumption A2 and (2.10) that the sequences

[gj,k]k∈IMj := 〈xν ,Φ⊥j 〉, [gj+1,k]k∈IMj+1 := 〈xν , Φ⊥j+1〉

satisfy the relation

[gj,k]k∈IMj (P
⊥
j )T = [gj+1,k]k∈IMj+1 .

Hence, we obtain

〈xν , Θj〉 = 〈xν , Φ⊥j+1〉(I − P⊥j (P⊥j )T ) = [gj+1,k]− [gj,k](P⊥j )T = 0.

This completes the proof of the theorem.

Remark. Since the spaces Wj , j ∈ Z, are pairwise orthogonal, the family {Θj} constitutes

a tight frame of L2(I).

In order to find more general tight NMRA frames with vanishing moments, particularly

those with compact support, we now make use of the concept of approximate duals.
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Theorem 5. Assume that the NMRA (Vj)j∈Z and the associated Riesz bases {Φj} satisfy

Assumptions A1–A3, where the integers m and L in Assumptions A2–A3 satisfy 1 ≤ L ≤ m.

Furthermore, let Sj , j ∈ Z, be spsd matrices which define certain approximate duals of Φj

of order L and satisfy

Sj+1 − PjSjP
T
j ≥ 0. (4.14)

Then there exists an spsd matrix Zj which defines a bounded operator on `2(ĨMj+1) such

that

KSj+1 −KSj (x, y) =
∂2L

∂xL∂yL
Ξj+1(x) Zj ΞT

j+1(y), (4.15)

where {Ξj} are the Riesz basis as described in Assumption A3. Moreover, if Sj+1−PjSjP
T
j is

banded, then the rows and columns of Zj have finite support or decay at least exponentially.

Proof: Theorem 1 gives

(Kj+1 −KSj+1)(x, y) =
∂2L

∂xL∂yL
Ξj+1(x) Aj+1ΞT

j+1(y),

where Aj+1 defines a bounded operator on `2(ĨMj+1). Moreover, since {Ξj} defines an

NMRA of L2(I), the refinement relation

Ξj = Ξj+1P̃j

holds, where the rows and columns of the matrix P̃j decay exponentially. (Note that the

entries of this matrix are p̃k,` = 〈ξj+1,k, ξ̃j,`〉, and all the functions ξ̃j+1,k have exponential

decay as a consequence of Assumption A1.) Therefore, Theorem 1 gives

(Kj −KSj )(x, y) =
∂2L

∂xL∂yL
Ξj+1(x) P̃jAjP̃

T
j ΞT

j+1(y),

and P̃jAjP̃
T
j is a bounded operator on `2(ĨMj+1). Furthermore, by Assumptions A2–A3

and Theorem 4, we obtain

(Kj+1 −Kj)(x, y) = Θj+1(x)ΘT
j+1(y) =

∂2L

∂xL∂yL
Ξj+1(x) Bj+1ΞT

j+1(y),
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where Bj+1 defines a bounded operator on `2(IMj+1) as well. If we let

Zj := −Aj+1 + P̃jAjP̃
T
j + Bj+1,

the first result of the theorem follows. The second result can be established in a similar way

as the decay property of ak,` in Proposition 2. Recall from Assumption A1 the definition

of the parameter hj . If Sj+1 − PjSjP
T
j has bandwidth r, we obtain

(KSj+1 −KSj )(x, y) = 0 for |x− y| > rhj+1.

It follows, as in the proof of Proposition 2, that

H(x, y) := Ξj+1(x) Zj ΞT
j+1(y)

vanishes for all |x− y| > rhj+1 as well. The entries of the matrix Zj are given by

zj;k,` =
∫

I

∫

I

H(x, y)ξ̃j+1,k(x)ξ̃j+1,`(y) dy dx. (4.16)

Since the functions ξ̃j+1,k decay exponentially and constitute the dual basis of a strictly

local Riesz basis, the above integral decays exponentially as |k − `| tends to infinity.

Remark. In the last statement of the theorem, Zj can be shown to be banded, if there

exists a strictly local biorthogonal basis Ωj+1 = [ωj+1,k]k∈ĨMj+1
⊂ L2(I) of Ξj+1. Indeed,

the entries zj;k,` in (4.16) can then be written as

zj;k,` =
∫

I

∫

I

H(x, y)ωj+1,k(x)ωj+1,`(y) dy dx,

and this integral vanishes for sufficiently large values of k − `.

The results in Theorem 3 and Theorem 5 have the following consequence.

Corollary 1. Let the assumptions of Theorem 5 be satisfied, and assume, in addition,

that Sj are banded matrices which satisfy properties (i) and (ii) of Theorem 3. If the spsd

matrix Zj in (4.15) has a factorization of the form

Zj = Q̂jQ̂
T
j , (4.17)
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where Q̂j has dimensions ĨMj+1 × INj and all columns of Q̂j decay at least exponentially,

then the functions ψj,k in

Ψj(x) = [ψj,k(x)]k∈INj
:=

dL

dxL
Ξj+1(x) Q̂j ⊂ Vj+1

decay exponentially, have L vanishing moments, and {Ψj}j∈Z constitutes a tight NMRA

frame of L2(I).

Note that we are mainly interested in the construction of tight NMRA frames, where

all the wavelets ψj,k have compact support and L vanishing moments. Solutions can be

found by following the procedure below:

1. Find banded spsd matrices Sj such that ΦjSj are approximate duals of Φj , and such

that the positivity constraint (4.14) is satisfied.

2. Find the matrix Zj in (4.15) for the difference of the kernels KSj+1 − KSj ; in many

cases Zj is banded (see the remark preceding Corollary 1).

3. Find a factorization Zj = Q̂jQ̂
T
j in (4.17) where the matrix Q̂j has finitely many

nonzero entries in each column.

For univariate splines of arbitrary order m, we will develop a method in Section 5 to

realize all three steps of the construction in an explicit manner. In general, however, we

do not know if the Assumptions A1–A3 are sufficient to guarantee the existence of strictly

local tight NMRA frames.

Next we include a result which, for the one-sided unbounded interval I = [0,∞),

explains that there exists a factorization of a banded spsd matrix Z = QQT with a banded

lower triangular matrix Q, just like the Cholesky factorization for finite matrices. Our

proof, however, cannot be easily extended to the bi-infinite case I = IR, as it depends on

the Gram-Schmidt orthogonalization of the rows of an infinite matrix.

Proposition 3. Let Z = [zk,`]k,`≥1 be an infinite spsd matrix with bandwidth r. (In

particular, Z defines a bounded non-negative operator on `2(IN).) Then there is a banded
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lower triangular matrix Q, with the same bandwidth r, such that

Z = QQT .

Proof: Let V = Z1/2 be the spsd matrix with V 2 = Z. We denote by v1, v2, . . . , the row

vectors of V . Let W = [wk]k∈IN be the matrix, whose rows are the non-zero vectors which

result from the Gram-Schmidt orthogonalization of the vectors v1, v2, . . . Hence, we skip

row k whenever

vk ∈ span{v1, . . . , vk−1}. (4.18)

Let C be the matrix carrying the coefficients of the orthogonalization; in other words,

V = CW and Z = V 2 = V V T = CWWT CT .

By the construction, we have WWT = I. Moreover, if we insert zero columns into C for

all indices k which satisfy (4.18), the resulting matrix Q is lower triangular and satisfies

Z = CCT = QQT . Since Z has bandwidth r, the vectors vk satisfy

vk · v` = 0 for all 1 ≤ ` < k − r.

This implies that

qk,` = 0 for all 1 ≤ ` < k − r.

Therefore, Q has bandwidth r as well.

A partial converse of Theorem 5 is given below to conclude this section.

Theorem 6. Assume that (Vj)j∈Z constitutes an NMRA of L2(I) and the associated

Riesz bases {Φj}j∈Z satisfy Assumptions A1–A3. Let {Ψj}j∈Z = {Φj+1Qj}j∈Z be a tight

NMRA frame of L2(I) and Sj , j ∈ Z, be the spsd matrices satisfying conditions (i)–(iii)

of Theorem 3. If all the wavelets ψj,k have exponential decay and L vanishing moments,
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where 1 ≤ L ≤ m, and if Φj0Sj0 is an approximate dual of order L of Φj0 for at least one

index j0 ∈ Z, then for all j ∈ Z, ΦjSj is an approximate dual of order L of Φj .

Proof: We obtain from Theorem 3 and Assumption A3 that

(KSj+1 −KSj
)(x, y) = Ψj(x)ΨT

j (y) =
∂2L

∂xL∂yL
Ξj+1(x)AjA

T
j ΞT

j+1(y),

where AjA
T
j defines a bounded operator on `2(ĨMj+1). Moreover, Theorem 4 assures that

(Kj+1 −Kj)(x, y) = Θj(x)ΘT
j (y) =

∂2L

∂xL∂yL
Ξj+1(x)BjB

T
j ΞT

j+1(y),

where BjB
T
j defines a bounded operator on the same `2-space. By the fact that

(Kj+1 −KSj+1)(x, y) = (Kj −KSj )(x, y)− (KSj+1 −KSj )(x, y) + (Kj+1 −Kj)(x, y),

we may conclude that Sj+1 defines an approximate dual of order L if and only if Sj does.

Therefore, knowing that at least one Sj0 defines an approximate dual is enough to conclude

that all the Sj define approximate duals of order L.

5. Tight NMRA frames of spline functions

In this section, we follow the theory of tight NMRA frames developed in the previous

sections and study in great depth the theory, with constructive proofs, of such frames of

spline functions, particularly those with compact support and desirable order of vanishing

moments. To facilitate our presentation, this section is divided into 3 subsections, with the

first for laying the ground work, the second for formulating the necessary matrix calculus,

and the third, which is the longest, for describing the minimally supported approximate

dual (Theorem 9) and the resulting construction of tight NMRA frames of splines.

5.1. Nonstationary spline MRA

Let us first give a very brief review of the pertinent properties of spline NMRA, with

special emphasis on the conditions in Assumptions A1–A3. A more complete discussion of
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the properties of B-splines, and spline functions in general, can be found in [1,13,15]. (See

also [4; Section 4] for splines on a bounded interval).

For I = IR, the NMRA of splines of order m ∈ IN is based on nested knot vectors

tj ⊂ tj+1 (5.1)

where each tj is a bi-infinite and non-decreasing sequence

tj = [. . . ≤ t
(j)
−1 ≤ t

(j)
0 ≤ t

(j)
1 ≤ . . .] (5.2)

which satisfies

t
(j)
k < t

(j)
k+m for all k ∈ Z, (5.3)

and

lim
k→−∞

t
(j)
k = −∞, lim

k→∞
t
(j)
k = ∞. (5.4)

On the other hand, for I = [0,∞), the knot vectors have the form

tj = [t(j)−m+1 = · · · = t
(j)
0 = 0 < t

(j)
1 ≤ t

(j)
2 ≤ . . .] (5.5)

and satisfy (5.3) and the second relation of (5.4). To unify notations, we let IM be either Z

or {−m + 1,−m + 2, . . .}.
Note that we allow the knots to have multiplicities greater than 1. The relation tj ⊂

tj+1 is to be understood in the sense of ordered sets: tj+1 is obtained from tj by inserting

new knots or by raising the multiplicity of existing knots. Moreover, we allow that the

number of knots t
(j+1)
k that are inserted into the interval [t(j)r , t

(j)
r+1), r ∈ Z, varies from 0

to a maximum of nj per interval.

The L2-normalized B-splines of order m for the knot vector tj are given by

NB
j;m,k :=

(
t
(j)
k+m − t

(j)
k

m

)−1/2

Nj;m,k, k ∈ IM,
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where

Nj;m,k(x) = (t(j)k+m − t
(j)
k )[t(j)k , . . . , t

(j)
k+m](· − x)m−1

+

denotes the normalized B-splines which constitute a non-negative partition of unity. Here,

[tk, . . . , tk+m]f represents the m-th divided difference of f with knots tk, . . . , tk+m. It is

well known that (regardless of the geometry of the knots) the family

Φj;m := {NB
j;m,k; k ∈ IM}

is a Riesz basis of the corresponding space Vj of spline functions and the Riesz bounds A

and B in (2.5) can be chosen depending only on m, see [1; p.156,9; p.145]. Moreover, the

support of NB
j;m,k is the interval [t(j)k , t

(j)
k+m]; hence, if

0 < αj := inf
k

(t(j)k+m − t
(j)
k ) ≤ sup

k
(t(j)k+m − t

(j)
k ) =: hj < ∞, (5.6)

then Φj;m is a strictly local Riesz basis of Vj . {Φj} generates an NMRA of L2(I), provided

that

lim
j→∞

hj = 0 and lim
j→∞

αj = ∞. (5.7)

Under these assumptions, all the conditions in Assumption A1 are satisfied.

We also mention that B-splines of order m satisfy the Marsden identity

xν

ν!
=

∑

k∈IM

g
(ν)
j,k Nj;m,k(x), 0 ≤ ν ≤ m− 1, (5.8)

where the coefficients g
(ν)
j,k are homogeneous and symmetric polynomials of degree ν in the

variables t
(j)
k+1, . . . , t

(j)
k+m−1. Hence, Assumption A2 is satisfied for B-splines, where the

parameter m is equal to the order m of the B-spline basis Φj;m.

In view of Assumption A3, we define the family

Ξj := Φj,m+L = {NB
j;m+L,k; k ∈ IM} (5.9)
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of B-splines of order m + L whose knot vector is tj . As explained before, Ξj constitutes

a strictly local Riesz basis. Since all the knots in tj have multiplicity at most m, all the

B-splines NB
j;m+L,k have at least L−1 absolutely continuous derivatives. Therefore, we have

Ξj ⊂ HL(I). Moreover, if I = [0,∞), then the first L − 1 derivatives of all the B-splines

NB
j;m+L,k vanish at 0.

As for condition (ii) in Assumption A3, we note that the derivative of a normalized

B-spline of order r + 1 > m is given by

N ′
j;r+1,k = d−1

j;r,kNj;r,k − d−1
j;r,k+1Nj;r,k+1, k ∈ IM, (5.10)

where dj;r,k are the divided knot differences (t(j)k+r − t
(j)
k )/r. The normalization of the

B-splines in L2 leads further to

(NB
j;r+1,k)′ = (dj;r+1,kdj;r,k)−1/2NB

j;r,k − (dj;r+1,kdj;r,k+1)−1/2NB
j;r,k+1, k ∈ IM. (5.11)

Written in matrix form, the recursive application of (5.10) gives

dν

dxν
Φj;m+ν(x) = Φj;m(x) EB

j;m,ν , (5.12)

where

EB
j;m,ν := DB

j;mDB
j;m+1 · · ·DB

j;m+ν−1, (5.13)

DB
j;r := diag

[
d
−1/2
j;r,k

]
k∈IM

∆ diag
[
d
−1/2
j;r+1,k

]
k∈IM

, r ≥ m, (5.14)

and ∆ is the infinite or bi-infinite matrix that represents the first order difference, with

entries given by

∆k,` =

{ 1, for k = `,
−1, for k = ` + 1,
0, otherwise.

(5.15)

Next, observe that an element f = Φj;mu, with u ∈ `2(IM), has L vanishing moments,

if and only if

f(x) =
dL

dxL
Φj;m+L(x)v and u = EB

j;m,Lv. (5.16)

38



Moreover, if uk = 0 for all k < i1 and k > i2, then v can be so chosen such that vk = 0 for

all k < i1 and k > i2 − L, or, if u decays exponentially, then v does as well. This shows

that all the conditions of Assumption A3 are satisfied.

The L2-normalized B-splines satisfy the refinement equation

Φj;m = Φj+1;mPB
j;m (5.17)

where the matrix PB
j;m has finitely many non-negative entries in each row and column. Its

upper/lower profile is defined by two strictly increasing index sequences u(k) and `(k), such

that

{t(j)k , . . . , t
(j)
k+m} ⊂ {t(j+1)

u(k) , . . . , t
(j+1)
`(k)+m},

where the subset notation is again used for ordered sets, which means that all the elements

are counted with their multiplicity. In other words, the upper/lower profile of PB
j;m is defined

by the fact that only the B-splines in Φj+1;m, whose support is contained in the support of

NB
j;m,k, appear in the refinement relation for this B-spline.

The commutation relation for PB
j;m and DB

j;m is given by

PB
j;mDB

j;m = DB
j+1;mPB

j;m+1, (5.18)

which further yields

PB
j;mEB

j;m,ν = EB
j+1;m,νPB

j;m+ν , (5.19)

with EB
j;m,ν as in (5.13).

5.2. Matrix calculus of approximate duals of B-splines

In this subsection, we develop the necessary matrix calculus for the characterization and

construction of approximate duals of the L2-normalized B-spline basis Φt;m with respect to

a (one-sided) infinite or bi-infinite knot vector t which satisfies (5.3)–(5.4). Let Γ(t) denote

the Gramian of Φt;m.

The following result is an immediate consequence of Theorem 1 and (5.16).

39



Theorem 7. A banded symmetric matrix S (with bounded entries) defines an approximate

dual of order L of the B-spline basis Φt;m, if and only if there exists a symmetric matrix A,

of exponential decay, which defines a bounded operator on `2(IM), such that

Γ−1(t)− S = EB
t;m,LA(EB

t;m,L)T . (5.20)

The following result highlights the matrix product on the right-hand side of (5.20). The

result is comparable with a Taylor expansion in real analysis. For its proof, we introduce

the row vector of the first moments

Mt;r :=
[∫

I

NB
t;r,k

]

k∈IM

= [d1/2
t;r,k]k∈IM,

where dt;r,k > 0 is the divided knot difference (tk+r − tk)/r and r ≥ m.

Theorem 8. Let G be a symmetric matrix with exponential decay and t a knot vector

that satisfies (5.3)–(5.4) and (5.6). Then for any positive integer L and r ≥ m, there exist

unique diagonal matrices G0, . . . , GL−1 and a unique symmetric matrix XL, of exponential

decay, such that

G = G0+EB
t;r,1 G1 (EB

t;r,1)
T +· · ·+EB

t;r,L−1 GL−1 (EB
t;r,L−1)

T +EB
t;r,L XL (EB

t;r,L)T . (5.21)

Furthermore, G0, . . . , GL−1 and XL are uniquely determined by G and t.

Proof: We prove this result by induction. For L = 1, since each entry of Mt;r is non-

zero, there exists a unique diagonal matrix G0, such that Mt;rG = Mt;rG0. Moreover,

the condition (5.6) guarantees that the diagonal elements of G0 are uniformly bounded. By

Corollary 2 below, there exists a unique symmetric matrix X1, with exponential decay, such

that

G−G0 = EB
t;r,1 X1 (EB

t;r,1)
T , (5.22)

and this establishes (5.21) for L = 1.

40



For the induction step, let us assume that L > 1 and G0, . . . , GL−2, XL−1 are the

unique matrices which give the representation

G = G0 +EB
t;r,1 G1 (EB

t;r,1)
T + · · ·+EB

t;r,L−2 GL−2 (EB
t;r,L−2)

T +EB
t;r,L−1 XL−1 (EB

t;r,L−1)
T .

(5.23)

By an application of the result for L = 1, there exists a diagonal matrix GL−1 and a

symmetric matrix XL, of exponential decay, such that

XL−1 = GL−1 + EB
t;r+L−1,1 XL (EB

t;r+L−1,1)
T . (5.24)

Then, by inserting (5.24) into (5.23) and making use of the relation EB
t;r,L−1E

B
t;r+L−1,1 =

EB
t;r,L, we obtain the representation (5.21). The uniqueness of this representation is obvious.

In the following, let 1I denote the infinite or bi-infinite row vector with the value 1 in

each entry.

Lemma 1. Let G = [gi,k]i,k∈IM be a symmetric matrix with exponential decay; i.e.,

|gi,k| ≤ c1λ
|i−k|, i, k ∈ IM, (5.25)

where c1 > 0 and 0 < λ < 1. If G satisfies 1I G = 0, there exists a unique symmetric matrix

A = [ai,k]i,k∈IM, with |ai,k| ≤ c2λ
|i−k| for all i, k ∈ IM, such that

G = ∆ A ∆T . (5.26)

Proof: If IM = IN we can expand the matrix G by zero blocks to a symmetric matrix with

index set Z. Hence, we only need to consider the case IM = Z. We first define the matrix

Y = [yi,k]i,k∈Z, where

yi,k =
i∑

`=−∞
g`,k. (5.27)
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For all i ≤ k, the relation (5.25) implies that

|yi,k| ≤ c1

i∑

`=−∞
λ|k−`| =

c1

1− λ
λ|k−i|. (5.28)

Moreover, the condition 1I G = 0 gives

yi,k = −
∞∑

`=i+1

g`,k, (5.29)

and this implies that (5.28) holds for all i > k as well. Thus we have a matrix Y which

satisfies (5.28) and

G = ∆Y.

All other solutions Ỹ to this identity have the property that Ỹ − Y has constant columns.

Hence, Y is the only solution with exponentially decaying columns.

Next we wish to show that 1IY T = 0 in order to apply the same technique as in the

first step for defining the matrix A. For every i ∈ Z, we obtain from (5.27)–(5.29) that

∞∑

k=−∞
yi,k = −

i∑

k=−∞

( ∞∑

`=i+1

g`,k

)
+

∞∑

k=i+1

(
i∑

`=−∞
g`,k

)

and
∞∑

k=i+1

i∑

`=−∞
|g`,k| ≤ c1

∞∑

k=i+1

i∑

`=−∞
λ|`−k| =

c1λ

(1− λ)2
.

Therefore, the interchange of the summation and the symmetry of G give

∞∑

k=i+1

(
i∑

`=−∞
g`,k

)
=

i∑

`=−∞

( ∞∑

k=i+1

g`,k

)
=

i∑

`=−∞

( ∞∑

k=i+1

gk,`

)
.

Consequently, the identity 1IY T = 0 holds. The same argument as in the first step shows

that the matrix A = [ai,k]i,k∈Z, where

ai,k =
k∑

`=−∞
yi,` =

k∑

`=−∞

i∑
m=−∞

gm,`, i, k ∈ Z, (5.30)
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satisfies the decay condition

|ai,k| ≤ c1

(1− λ)2
λ|k−i|, i, k ∈ Z,

and Y T = ∆A. This gives

G = GT = Y T ∆T = ∆A∆T .

Moreover, the uniqueness and the symmetry of A follow easily.

Corollary 2. Let t be a knot vector that satisfies (5.3)–(5.4) and (5.6), and let r ≥ m. If

G is a symmetric matrix with exponential decay that satisfies Mt;rG = 0, then there exists

a unique symmetric matrix A = [ai,k]i,k∈IM, of exponential decay, such that

G = DB
t;r A (DB

t;r)
T . (5.31)

Proof: We define the symmetric matrices

G̃ := diag [d1/2
t;r,k]k G diag [d1/2

t;r,k]k, Ã := diag [d−1/2
t;r+1,k]k A diag [d−1/2

t;r+1,k]k.

Then the identity Mt;rG = 0 is equivalent to 1I G̃ = 0. Moreover, by (5.14), the identity

(5.31) is equivalent to G̃ = ∆ Ã ∆T . Since it follows from (5.6) that G̃ decays exponentially,

we obtain, by Lemma 1, that Ã is uniquely determined by (5.31) and decays exponentially.

As a consequence of (5.6), A decays exponentially and satisfies (5.31).

In the same way, the above proofs yield that banded matrices have finite expansions

of the form (5.21) with diagonal matrices Gk alone. Recall that matrices with bandwidth 1

are diagonal, with bandwidth 2 are tridiagonal, etc. We state the following without proof.

Proposition 4. Let G be a symmetric banded matrix with bandwidth L, t a knot vector

that satisfies (5.3)–(5.4), and r ≥ m. Then there exist diagonal matrices G0, . . . , GL−1,

such that

G = G0 + EB
t;r,1 G1 (EB

t;r,1)
T + · · ·+ EB

t;r,L−1 GL−1 (EB
t;r,L−1)

T . (5.32)
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Furthermore, G0, . . . , GL−1 are uniquely determined by G and t.

5.3. Approximate duals with minimum support

As in [4], we consider the homogeneous polynomials Fν : IRr → IR, defined by

Fν(x1, . . . , xr) =
2−ν

ν!

∑

1≤i1,...,i2ν≤r,

i1,...,i2ν distinct

ν∏

j=1

(xi2j−1 − xi2j
)2. (5.33)

Without causing any confusion, we make use of the same symbol Fν for any number of

arguments. Hence, for r < 2ν, Fν becomes the zero function, in accordance with the fact

that the sum in (5.33) is empty. For notational consistency, we set F0 ≡ 1, regardless of

the number r of arguments.

For r ≥ 2ν, it follows from the definition that Fν is a symmetric and homogeneous

polynomial of degree 2ν; i.e.,

Fν(αx1, . . . , αxr) = α2νFν(x1, . . . , xr), Fν(xσ(1), . . . , xσ(r)) = Fν(x1, . . . , xr),

for every α ∈ IR and every permutation σ. Moreover, Fν is invariant under a constant shift

of the arguments (x1, . . . , xr) 7→ (x1 − c, . . . , xr − c), and its coordinate degree in each of

its variables is 2. Several recursion relations for Fν were proved in [4]. It is worthwhile to

mention that Fν is also a polynomial in the centered moments

σµ(x1, . . . , xr) =
r∑

k=1

(xk − x)µ, 2 ≤ µ ≤ ν,

where x is the mean of x1, . . . , xr. This allows for a very fast computation of Fν .

In order to establish representations of the minimally supported approximate duals of

Φt;m := Φj;m, with knot vector t := tj , we introduce the sequences

β
(ν)
m,k(t) :=

m!(m− ν − 1)!
(m + ν)!(m + ν − 1)!

Fν(tk+1, . . . , tk+m+ν−1), (5.34)
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where 1 ≤ ν ≤ m− 1 and k ∈ IM, and the diagonal matrices

UB
ν (t) := diag (β(ν)

m,k(t); k ∈ IM). (5.35)

The spsd matrix SB
L (t), for 1 ≤ L ≤ m, is defined by

SB
L (t) = I +

L−1∑
ν=1

EB
t;m,νUB

ν (t)(EB
t;m,ν)T , (5.36)

where we use the notation EB
t;m,ν instead of using the index j to denote the dependency

on the knot vector. It is easy to see that SB
L (t) is a symmetric positive definite (infinite or

bi-infinite) matrix with bandwidth L. Moreover, the kernel KSB
L

(t) in (2.11) has the form

KSB
L

(t)(x, y) = Φt;m(x)ΦT
t;m(y) +

L−1∑
ν=1

∑

k∈IM

β
(ν)
m,k(t)

∂2ν

∂xν∂yν
NB

t;m+ν,k(x)NB
t;m+ν,k(y). (5.37)

The following theorem, which is the main result in this section, is an extension of the

corresponding result on a bounded interval I = [a, b] established in [4; Theorem 5], where

the knot vector t has m-fold stacked knots at both endpoints a and b. (We remark that

the formulation of the matrix SL in [4] is given in terms of the normalized B-splines Nj;m,k,

whereas we choose the L2-normalized B-splines NB
j;m,k in this present paper for ease of

notations.)

Theorem 9. Let I denote the unbounded interval [0,∞) or IR and let 1 ≤ L ≤ m. The

matrix SB
L (t) in (5.36) defines an approximate dual of order L relative to the B-spline basis

Φt;m.

The proof of this theorem is divided into two parts. For the (one-sided) infinite interval

I = [0,∞), the result can be reduced to our earlier results in [4]; for the bi-infinite interval

a new proof by a “knot removal” argument will be developed in Theorem 11 below.

Proof of Theorem 9 for I = [0,∞): We make use of the abbreviation KS := KSB
L

(t). By

Proposition 1, it is sufficient to show that
∫ ∞

0

xµKS(x, y) dx = yµ, 0 ≤ µ ≤ L− 1, y ∈ [0,∞). (5.38)
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When we fix y ∈ [tr, tr+1), where r ≥ 0, the function K(x) := KS(x, y) is given by

K(x) =
L−1∑
ν=0

r∑

k=r−m−ν+1

β
(ν)
m,k(t)

∂2ν

∂xν∂yν
NB

j;m+ν,k(x)NB
j;m+ν,k(y).

Therefore, K cannot be distinguished from the function

K̃(x) := KS̃(x, y),

where S̃ is the matrix of the minimally supported approximate dual with the finite knot

vector

t̃ := {t−m+1 = · · · = t0 = 0 < t1 ≤ · · · ≤ tr+m+L = t̃r+m+L+1 = · · · = t̃r+m+L+m−1}.

The result in [4; Theorem 5] shows that (5.38) is satisfied. This completes the proof of

Theorem 9 for I = [0,∞).

Before we can give a proof of Theorem 9 for I = IR, and in order to develop relevant

further results for the case I = [0,∞), the following extension of the “knot insertion”

method to infinite knot vectors is needed. Instead of single knot insertion into a finite knot

vector, as was done in the proof of Theorem 5 of [4], we allow the insertion of infinitely

many knots in a single step, if these knots are enough separated from each other. More

precisely, we call the knot vector t̃ a simple refinement of t, if

t̃ = [t̃k]k∈IM = [. . . , tρi , τi, tρi+1, . . . , tρi+1 , τi+1, tρi+1+1, . . . , ], where ρi+1 − ρi ≥ 2m.

(5.39)

Moreover, without loss of generality, we assume that t̃ρ0 = tρ0 and tρi+1 − tρi > 0 for all i.

The relation between {tk} and {t̃k} can then be formulated as

t̃ρi+i = tρi ,

t̃ρi+i+1 = τi,

t̃k+i+1 = tk, for ρi + 1 ≤ k ≤ ρi+1 − 1.

(5.40)
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For an admissible refinement of the knot vectors tj , in Subsection 5.1, we impose the

condition that the number of knots of tj+1 \ tj in each interval [t(j)r , t
(j)
r+1) be bounded by a

constant nj . More precisely, we require that there exists a strictly increasing sequence (σk)

such that

t
(j)
k = t(j+1)

σk
and σk+1 − σk ≤ nj + 1. (5.41)

It is obvious that this condition implies that, in a finite number of steps, we can pass from

tj to tj+1 by successive steps of simple refinement; i.e., there exist J ≤ 2mnj nested knot

vectors t]
1, . . . , t

]
J , with

tj =: t]
0 ⊂ t]

1 ⊂ · · · ⊂ t]
J ⊂ t]

J+1 := tj+1,

such that, for each i = 0, 1, . . . , J , t]
i+1 is a simple refinement of t]

i .

Several steps of the proof of Theorem 9, for the case I = IR, and parts of the construc-

tion of tight NMRA spline frames are presented first for the case of a simple refinement

t ⊂ t̃. First, we return to the definition of β
(ν)
m,k(t) and simplify the notation by writing

β
(ν)
k = β

(ν)
m,k(t), β̃

(ν)
k = β

(ν)
m,k(t̃), k ∈ Z.

Likewise, we use the short-hand notations

Uν := UB
ν (t), Ũν := UB

ν (t̃), D̃r := DB
t̃;r

, Ẽr,s := EB
t̃;r,s

.

It is easy to see that

β
(ν)
k = β̃

(ν)
k+i+1, for ρi ≤ k ≤ ρi+1 + 1−m− ν. (5.42)

By the assumption (5.39) on the simple refinement, the following result can be proven

in the same way as in our previous paper [4; Lemma 4], as the insertion of the knots τi in

(5.39) does not interfere with each other. Therefore, we omit the proof of the result.
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Lemma 2. For all i ∈ Z and ρi + 2−m− ν ≤ k ≤ ρi, we have

β̃
(ν)
k+i =

(tk+m+ν−1 − τi)β
(ν)
k−1

tk+m+ν−1 − tk
+

(τi − tk)β(ν)
k

tk+m+ν−1 − tk
− (tk+m+ν−1 − τ)(τ − tk)β(ν−1)

k

(m + ν)(m + ν − 1)
(5.43)

We next describe the block diagonal structure of the refinement matrix Pt,t̃;r for m ≤
r = m + ν ≤ 2m− 1. Let

P i
t,t̃;m+ν

:=




1
1− ai

2,m+ν ai
2,m+ν

. . . . . .
1− ai

m+ν,m+ν ai
m+ν,m+ν

1




, (5.44)

where

ai
j,m+ν :=

τi − tρi−m−ν+j

tρi+j−1 − tρi−m−ν+j
, j = 2, . . . , m + ν. (5.45)

Then the column indices of the columns of P i
t,t̃;m+ν

run from ρi −m− ν + 1 to ρi, and the

row indices of the rows of P i
t,t̃;m+ν

start from ρi + i−m− ν + 1 and end with ρi + i. Let

Ii
m+ν := Iρi+1−ρi−m−ν . (5.46)

If ρi+1 − ρi = 2m and m = ν, then Ii
m+ν is empty. Similarly, the column indices of the

columns of Ii
m+ν run from ρi + 1 to ρi+1 −m− ν, and the row indices of the rows of Ii

m+ν

start from ρi + i + 1 and end with ρi+1 + i−m− ν. Then the refinement matrix Pt,t̃;m+ν

is block diagonal of the form

Pt,t̃;m+ν = diag[. . . , Ii−1
m+ν , P i

t,t̃;m+ν
, Ii

m+ν , P i+1
t,t̃;m+ν

, . . .]. (5.47)

Lemma 3. Suppose that the knot vectors t and t̃ are given as in (5.40) with the constraint

(5.39). Let diagonal matrices Vν = V ν
t,t̃

, 0 ≤ ν ≤ m, be defined by V0 = 0 and, for

1 ≤ ν ≤ m, by the diagonal entries

v
(ν)
k+i :=





(tk+m+ν−1 − τi)(τi − tk)β(ν−1)
k

(m + ν − 1)(tk+m+ν−1 − tk)
, ρi + 2−m− ν ≤ k ≤ ρi, i ∈ Z

0, otherwise.

(5.48)
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Then Vν is positive semi-definite and satisfies

Vν + Ũν − Pm+ν Uν PT
m+ν = D̃m+ν Vν+1 D̃T

m+ν , 0 ≤ ν ≤ m− 1. (5.49)

Furthermore, the sequence of matrices Vν , 0 ≤ ν ≤ m, is uniquely determined by the

identity (5.49).

Proof: Since each of the matrices in (5.49) can be written as a block diagonal matrix with

block sizes compatible to those of Pm+ν in (5.47), the proof of (5.49) can be reduced to the

case with only a single block, and this case has already been taken care of in [4; Lemma 5],

without being affected by the endpoints of a bounded interval.

The result of Lemma 3 has the following consequence.

Proposition 5. Under the same assumptions as in Lemma 3 on the knot vectors t and t̃,

the matrix S̃L−Pt,t̃;mSLPT
t,t̃;m

, for each L = 1, . . . , m, is positive semi-definite and satisfies

S̃B
L − PB

t,t̃;m
SB

L (PB
t,t̃;m

)T = ẼB
m,LVL(ẼB

m,L)T , (5.50)

where the matrices VL, L = 1, . . . , m, are those in Lemma 3.

The proof of the previous Proposition is based on the definition of the matrices SL and

S̃L, as in (5.36). Since it is similar to the proof of [4; Lemma 6], it is omitted here.

We now come back to the consideration of a general admissible knot refinement tj ⊂
tj+1. The intermediate simple refinements

tj =: t]
0 ⊂ t]

1 ⊂ · · · ⊂ t]
J ⊂ t]

J+1 := tj+1 (5.51)

lead to the following result.
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Theorem 10. Let tj+1 be an admissible refinement of tj and 1 ≤ L ≤ m. Then the

matrix SB
L (tj+1) − PB

tj ,tj+1;m SB
L (tj) (PB

tj ,tj+1;m )T is positive semi-definite. Moreover,

if t]
k, 1 ≤ k ≤ J , define successive simple refinements as in (5.51), the matrix has the

representation

SB
L (tj+1)− PB

tj ,tj+1;m SB
L (tj) (PB

tj ,tj+1;m )T = EB
tj+1;m,L ZL (EB

tj+1;m,L)T , (5.52)

where

ZL = ZL(tj , tj+1) :=
J+1∑

k=1

PB
t]

k
,tj+1;m+L

Vk,L (PB
t]

k
,tj+1;m+L

)T , (5.53)

and Vk,L are diagonal matrices with non-negative entries. Furthermore, ZL can be written

as
∑J+1

k=1 Q̂kQ̂T
k , where Q̂k are banded lower triangular matrices with bandwidth k + 1.

Proof: For two adjacent knot vectors t]
k−1 and t]

k, define Vk,L as in Lemma 3 for k =

1, . . . , J + 1. We write the left-hand side of (5.52) as a telescoping sum and make use of

Proposition 5 and the commutation relation (5.19), in order to obtain

SB
L (tj+1)− PB

tj ,tj+1;m SB
L (t) (PB

tj ,tj+1;m )T

=
J+1∑

k=1

[PB
t]

k
,tj+1;m

SB
L (t]

k) (PB
t]

k
,tj+1;m

)T − PB
t]

k−1,tj+1;m
SB

L (t]
k−1) (PB

t]
k−1,tj+1;m

)T ]

=
J+1∑

k=1

PB
t]

k
,tj+1;m

[SB
L (t]

k)− PB
t]

k−1,t]
k
;m

SB
L (t]

k−1) (PB
t]

k−1,t]
k
;m

)T ] (PB
t]

k
,tj+1;m

)T

=
J+1∑

k=1

PB
t]

k
,tj+1;m

EB
t]

k
;m,L

Vk,L (EB
t]

k
;m,L

)T (PB
t]

k
,tj+1;m

)T

=
J+1∑

k=1

EB
tj+1;m,L PB

t]
k
,tj+1;m+L

Vk,L (PB
t]

k
,tj+1;m+L

)T (EB
tj+1;m,L)T .

This proves the identity (5.52) with ZL in (5.53). In addition, the matrices

Q̂k = PB
t]

k
,tj+1;m+L

V
1/2
k,L , for k = 1, . . . , J + 1, (5.54)

are banded lower triangular matrices with bandwidth k + 1. They provide the desired

decomposition of ZL in the theorem.
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The next result is the key for the proof of Theorem 9 for the bi-infinite case. It provides

us with the necessary argument for “knot removal” and is more powerful than the “knot

insertion” argument in our paper [4].

Theorem 11. Let tj+1 be an admissible refinement of tj . Then the matrix Sj+1 :=

SB
L (tj+1) defines an approximate dual of order L of the B-spline basis Φj+1;m, if and only if

the matrix Sj := SB
L (tj) defines an approximate dual of order L of the B-spline basis Φj;m.

Proof: We first observe that

Γ−1(tj+1)− Sj+1 =

(Γ−1(tj+1)− PB
tj ,tj+1;mΓ−1(tj)(PB

tj ,tj+1;m)T )

+ PB
tj ,tj+1;m(Γ−1(tj)− Sj)(PB

tj ,tj+1;m)T − (Sj+1 − PB
tj ,tj+1;mSj(PB

tj ,tj+1;m)T ).
(5.55)

By Theorem 4, (4.10), and (5.16), there exists a symmetric matrix X1, of exponential decay,

such that

Γ−1(tj+1)− PB
tj ,tj+1;mΓ−1(tj)(PB

tj ,tj+1;m)T = EB
tj+1;m,LX1(EB

tj+1;m,L)T .

Moreover, by Theorem 10, there exists a symmetric banded matrix ZL, such that

Sj+1 − PB
tj ,tj+1;mSj(PB

tj ,tj+1;m)T = EB
tj+1;m,LZL(EB

tj+1;m,L)T .

In order to prove the “if”-statement of the theorem, we assume that Sj defines an

approximate dual of order L of the B-spline basis Φj;m. By Theorem 7 there exists a

symmetric matrix Xj , of exponential decay, such that

Γ−1(tj)− Sj = EB
tj ;m,LXj(EB

tj ;m,L)T . (5.56)

Therefore, it follows from (5.55) and the commutation relation (5.19) that

Γ−1(tj+1)− Sj+1 = EB
tj+1;m,L[X1 − ZL + PB

tj ,tj+1;m+LXj(PB
tj ,tj+1;m+L)T ](EB

tj+1;m,L)T .
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Hence, by Theorem 7, Sj+1 defines an approximate dual of order L of the B-spline basis

Φj+1;m.

Conversely, if Sj+1 defines an approximate dual of order L of the B-spline basis Φj+1;m,

we obtain from (5.55) and the identity (5.56), where we replace j by j + 1, that

PB
tj ,tj+1;m(Γ−1(tj)− Sj)(PB

tj ,tj+1;m)T = EB
tj+1;m,LX0(EB

tj+1;m,L)T , (5.57)

where X0 := Xj+1 − X1 + ZL. Since Γ−1(tj) decays exponentially and Sj is banded, by

Theorem 8 there exist unique diagonal matrices W0, . . . ,WL−1, and a unique symmetric

matrix XL of exponential decay, such that

Γ−1(tj)− Sj =

W0 + · · ·+ EB
tj ;m,L−1 WL−1 (EB

tj ;m,L−1)
T + EB

tj ;m,L XL (EB
tj ;m,L)T .

(5.58)

We need to show that Wk = 0 for 0 ≤ k ≤ L− 1. First, we consider the case where tj+1 is

a simple refinement of tj . The case of an admissible refinement then follows by induction.

Let tj+1 be a simple refinement of tj as in (5.39) and denote the refinement matrix

of order r ≥ m by Pr := PB
tj ,tj+1;r. Note that Pm has the structure as described in (5.47)

and (5.44). Therefore, Pmv = 0 implies v = 0. Moreover, we write Em,ν := EB
tj+1;m,ν .

Multiplication of both sides of (5.58) by Pm and PT
m, an application of (5.57), and the

commutation relation (5.19) give

Em,LX0ET
m,L =

PmW0P
T
m + Em,1Pm+1W1P

T
m+1E

T
m,1 + · · ·

+ Em,L−1Pm+L−1WL−1P
T
m+L−1E

T
m,L−1 + Em,LPm+LXLPT

m+LET
m,L.

(5.59)

We use induction in order to show that the diagonal matrices W0, . . . ,WL−1 vanish. The

row vector Mtj+1;m satisfies the identities

Mtj+1;mEm,ν =
[∫

I

dν

dxν
NB

j+1;m+ν,k

]
= 0, ν ≥ 1,

Mtj+1;mPm = Mtj ;m.
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Therefore, multiplication of identity (5.59) by the row vector Mtj+1;m from the left leads to

Mtj+1;mPmW0P
T
m = 0. (5.60)

As mentioned above, the special form of Pm implies that Mtj+1;mPmW0 = 0. Since all

components of the vector Mtj+1;mPm = Mtj ;m are nonzero, the diagonal matrix W0 must

vanish.

Assume now, that the matrices W0, . . . , Wk vanish, where 0 ≤ k < L− 1. Then (5.59)

becomes

Em,LX0ET
m,L =

Em,k+1Pm+k+1Wk+1P
T
m+k+1E

T
m,k+1 + · · ·

+ Em,L−1Pm+L−1WL−1P
T
m+L−1E

T
m,L−1 + Em,LPm+LXLPT

m+LET
m,L.

(5.61)

The repeated application of the assertion of uniqueness in Corollary 2 leads to a cancellation

of the matrix factor Em,k+1 and its transpose in (5.61). Hence, we obtain

Em+k+1,L−k−1X
0ET

m+k+1,L−k−1 =

Pm+k+1Wk+1P
T
m+k+1 + · · ·

+ Em+k+1,L−k−2Pm+L−1WL−1P
T
m+L−1E

T
m+k+1,L−k−2

+ Em+k+1,L−k−1Pm+LXLPT
m+LET

m+k+1,L−k−1.

(5.62)

Then, using the same argument as above, with Mtj+1;m+k+1 instead of Mtj+1;m, we obtain

Wk+1 = 0. Thus we have shown that Sj defines an approximate dual of Φj;m, if tj+1 is a

simple refinement of tj .

For an admissible refinement

tj =: t]
0 ⊂ t]

1 ⊂ · · · ⊂ t]
J ⊂ t]

J+1 := tj+1,

where t]
k is a simple refinement of t]

k−1, 1 ≤ k ≤ J + 1, we first obtain that SB
L (t]

J) defines

an approximate dual of order L of the corresponding B-spline basis with respect to the knot
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vector t]
J , by the argument for simple refinements. By repeating this argument, we finally

obtain that SB
L (tj) defines an approximate dual of the B-spline basis Φj;m. This completes

the proof of Theorem 11.

We now return to the proof of Theorem 9 for the case where I = IR.

Proof of Theorem 9 for I = IR: Let t be a bi-infinite knot vector as in (5.2)–(5.4) and

(5.6). We define the knot vector t̃ ⊃ t by inserting several copies of t0 into t, such that the

multiplicity of t0 in t̃ is m. Thus the basis functions Φt̃;m can be treated as two disjoint

sets of basis functions, Φt̃1;m on (−∞, t0] and Φt̃2;m on [t0,∞), where

t̃1 := [. . . , t−1, t0, . . . , t0︸ ︷︷ ︸
m−fold

], t̃2 := [t0, . . . , t0︸ ︷︷ ︸
m−fold

, t1, . . .].

Moreover, the Gramian matrix Γ(t̃) for Φt̃;m is a block diagonal matrix

Γ(t̃) =
[

Γ(t̃1)
Γ(t̃2)

]
.

Since the result of Theorem 9 was already shown for both intervals (−∞, t0] and [t0,∞), the

matrices SB
L (t̃1) and SB

L (t̃2) define approximate duals of order L for the respective B-spline

basis Φt̃1;m and Φt̃2;m. From Theorem 7, it follows that

Γ−1(t̃1)− SB
L (t̃1) = EB

t̃1;m,L
X(t̃1)(EB

t̃1;m,L
)T ,

Γ−1(t̃2)− SB
L (t̃2) = EB

t̃2;m,L
X(t̃2)(EB

t̃2;m,L
)T

,

where X(t̃1) and X(t̃2) are symmetric matrices of exponential decay. Since the matrices

SB
L (t̃) and EB

t̃;m,L
have the diagonal block form

SB
L (t̃) =

[
SB

L (t̃1)
SB

L (t̃2)

]
and EB

t̃;m,L
=

[
EB

t̃1;m,L

EB
t̃2;m,L

]
,

it follows that

Γ−1(t̃)− SB
L (t̃) = EB

t̃;m,L
X(t̃)(EB

t̃;m,L
)T ,
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where X(t̃) is the block diagonal matrix with diagonal blocks Xt̃1;m,L and Xt̃2;m,L. There-

fore, SL(t̃) yields an approximate dual of order L for Φt̃;m. By Theorem 11, SL(t) also

defines an approximate dual of order L for Φt;m. This concludes the proof of Theorem 9.

Further results on the approximate dual SB
L (t), for both the one-sided infinite and

bi-infinite case, can now be derived easily.

Theorem 12. Let t be a knot vector which satisfies (5.2)–(5.6). If R is an spsd matrix that

defines an approximate dual of order L of Φt;m, and R has bandwidth L, then R = SB
L (t);

i.e., SB
L (t) defines a minimally supported approximate dual of order L for Φt;m.

Proof: Let R be a matrix as in the theorem. By the assumption and Theorem 7, there

exist symmetric matrices X1 and X2, with exponential decay, such that

Γ−1(t)− SB
L (t) = EB

t;m,L X1 (EB
t;m,L)T , Γ−1(t)−R = EB

t;m,L X2 (EB
t;m,L)T .

It follows that

SB
L (t)−R = EB

t;m,L (X1 −X2)(EB
t;m,L)T , (5.63)

and this matrix has bandwidth at most L. By Theorem 8, there exist unique diagonal

matrices G0, . . . , GL−1 and a unique symmetric matrix Y of exponential decay, such that

SB
L (t)−R = G0+EB

t;m,1 G1 (EB
t;m,1)

T +· · ·+EB
t;m,L−1 GL−1 (EB

t;m,L−1)
T +EB

t;m,L Y (EB
t;m,L)T .

(5.64)

Moreover, by Proposition 4, the matrix Y is the zero matrix. By a comparison of (5.63)

and (5.64) we find that SB
L (t)−R = 0.

The following result describes the uniform boundedness of the kernels KSB
L

(t), regardless

of the knot vector t and the interval I = [0,∞) or I = IR. The proof is completely analogous

to the case of a bounded interval, see [4; Theorem 8].
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Theorem 13. For any knot vector as in (5.2)–(5.4), the kernel KSB
L

(t) satisfies (4.7) and

(4.8), where the upper bound C does not depend on the knot vector.

As a consequence of the last theorem, we can show that items (i) and (ii) of Theorem 3

are satisfied if we choose the minimally supported approximate dual Sj = SB
L (tj) for the

construction of tight NMRA frames of splines.

Theorem 14. Let tj ⊂ tj+1, j ∈ Z, be knot vectors which satisfy (5.2)–(5.6). Then the

quadratic forms

Tjf := [〈f,Nj;m,k〉]k∈IMj SB
L (tj) [〈f, Nj;m,k〉]k∈IMj

are uniformly bounded on L2(I) and

lim
j→∞

Tjf = ‖f‖2, lim
j→−∞

Tjf = 0,

holds for all f ∈ L2(I).

Proof: The uniform boundedness of Tj directly follows from Theorem 13. The same

reasoning as in (4.7)–(4.9) leads to the density result. Uniform boundedness of the quadratic

forms Tj , as j tends to −∞, implies that Tjf tends to 0 in L2(I) for j → −∞.

We summarize the procedure for the construction of tight NMRA frames of spline

functions with L vanishing moments based on the results of Theorem 3, Theorem 5, and

Corollary 1.

Suppose every refinement tj ⊂ tj+1 is admissible as in (5.51).

1. Construct SB
L (tj+1) and SB

L (tj) as defined in (5.36). Then the matrix

SB
L (tj+1)− PB

tj ,tj+1;mSB
L (tj)(PB

tj ,tj+1;m)T

is spsd by Theorem 10.

2. Compute a symmetric factorization in the form of

SB
L (tj+1)− PB

tj ,tj+1;mSB
L (tj)(PB

tj ,tj+1;m)T = EB
tj+1;m,L

(
J+1∑

k=1

Q̂j,kQ̂T
j,k

)
(EB

tj+1;m,L)T ,
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(again by applying Theorem 10), where the matrices Q̂j,k result from breaking up the

knot refinement tj ⊂ tj+1 into J + 1 steps of simple knot insertion. In particular, all

the matrices Q̂j,k are banded and lower triangular.

3. Then the collection of families

Ψj := {ψj,k} =
J+1⋃

k=1

Φj;mEB
tj+1;m,LQ̂j,k

defines a tight NMRA frame of spline wavelets ψj,k, which have compact support and

L vanishing moments.

Following this procedure, we will construct two concrete examples of tight NMRA

frames of linear and cubic splines in the next section.

Finally, we remark that the general time-domain approach introduced in this paper

allows certain flexibilities over the standard Fourier approach for the stationary setting. It

is therefore interesting to know if this new approach can be applied to settle some of the

unanswered questions on stationary tight frames on IR, such as the problem of minimum

support for 3 symmetric/antisymmetric frame generators with maximum order of vanishing

moments, a question raised in [10].

6. Examples of Tight Frames of Spline-Wavelets

In this section, we demonstrate our results in Section 5 with examples on linear and cubic

splines.

6.1. Piecewise linear tight frames

Let (tj)j∈Z be a nested sequence of knot vectors on IR and meshsizes h(tj) tending to

zero. Here, we consider piecewise linear spline-wavelets with 2 vanishing moments, that is,

m = L = 2. The matrices SB
2 (tj) in (5.36) are given by

SB
2 (tj) = I + EB

2,1(tj)UB
1 (tj)(EB

2,1(tj))T ,
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where

UB
1 (tj) = diag [· · · , (t(j)k+2 − t

(j)
k+1)

2

6
, · · ·],

EB
2,1(tj) = diag [· · · ,

(
2

tk+2 − tk

)1/2

, · · ·] ∆ diag [· · · ,
(

3
tk+3 − tk

)1/2

, · · ·].

It is sufficient to describe the construction of the wavelet family Ψ0 = {ψ0,k}, since the

families Ψj , j 6= 1, are constructed analogously. In the following, we develop an explicit

formulation of the wavelets ψ0,k for the case that two adjacent knot vectors satisfy the

condition t
(1)
2k = t

(0)
k and each knot is a simple knot. For convenience, the superscript (1) of

t
(1)
k will be dropped from now on. In this case, the factorization

SB
2 (t1)− PB

t0,t1;2S
B
2 (t0)(PB

t0,t1;2)
T = EB

t1;2,2Z2(EB
t1;2,2)

T

is obtained for a symmetric matrix Z2 = Z2(t0, t1) with bandwidth 3. Z2 can be decomposed

into the form of Q̂0Q̂
T
0 , where

Q̂0 = R1




. . .
1 t1 − t0

t5 − t1
t6 − t5 1 t3 − t2

t7 − t3

t8 − t7
. . .




R2 (6.1)

and where R1 and R2 are diagonal matrices with diagonal entries given by

R1;k,k =
4

tk+2 − tk−2
, k ∈ Z,

R2;k,k =
(tk+1 − tk−1)

√
(tk+3 − tk)(tk − tk−3)

12
√

2(tk+3 − tk−3)
, if k is odd,

and

R2;k,k =
1

12
√

2

(
(tk+2 − tk−1)(tk+1 − tk−2)×

(
(tk − tk−1)(tk − tk−2)(tk+2 − tk+1) + (tk+1 − tk)(tk+2 − tk)(tk−1 − tk−2)

))1/2
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if k is even. The wavelet family Ψ0 is then defined by the coefficient matrix

Q0 := Et1;2,2Q̂0 =: [. . . ,q2k,q2k+1, . . .] ·R2,

where R2 is the diagonal matrix in (6.1) and the column vectors q2k and q2k+1 are given

by

qT
2k =

[
0,

24
(t2k−t2k−2)(t2k+1−t2k−2)(t2k+2−t2k−2)

, 24(t2k−2+t2k−1−t2k+1−t2k+2)
(t2k+1−t2k−1)(t2k+1−t2k−2)(t2k+2−t2k−1)(t2k+2−t2k−2)

,

24
(t2k+2−t2k)(t2k+2−t2k−1)(t2k+2−t2k−2)

, 0
]
,

and

qT
2k+1 =

[
0,

24(t2k−1−t2k−2)
(t2k−t2k−2)(t2k+1−t2k−2)(t2k+2−t2k−2)

, 24
(t2k+1−t2k−2)(t2k+2−t2k−2)

,

24(t2k−2+t2k−t2k+2−t2k+4)
(t2k+2−t2k−2)(t2k+2−t2k)(t2k+4−t2k) ,

24
(t2k+4−t2k+1)(t2k+4−t2k) ,

24(t2k+4−t2k+3)
(t2k+4−t2k+2)(t2k+4−t2k+1)(t2k+4−t2k) , 0

]
.

In the special case, where the knots in t0 are equidistant (with stepsize h0) and the new

knots are placed in the middle of each knot interval, our construction leads to

Q0 =
1

12
√

h0




. . .
6

√
6

−12 2
√

6
6 −6

√
6 6

√
6

2
√

6 −12 2
√

6√
6 6 −6

√
6

2
√

6
. . .




.

The wavelets are shifts (by integer multiples of h0) of the two generators ψ0,0 and ψ0,1,

namely
ψ0,2k(x) = ψ0,0(x− kh0), k ∈ Z,

ψ0,2k+1(x) = ψ0,1(x− kh0), k ∈ Z.

Moreover, all of these interior wavelets are symmetric. If we fix the stepsize h0 = 1, then

these generators are identical with the functions ψ1 and ψ2 that were constructed in the

shift-invariant (i.e. stationary) setting for L2(IR) in [3].
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6.2. Piecewise cubic tight frames with double knots

Let V0 be the space of all splines of order 4 with knot vector

t0 = {. . . , 0, 0, 1, 1, 2, 2, . . .},

and t1 is the refinement with double knots at the half integers, that is,

t1 = {. . . , 0, 0, 1/2, 1/2, 1, 1, 3/2, 3/2, 2, 2, . . .}.

In order to achieve 4 vanishing moments for the tight frame, we need the following diagonal

matrices in (5.35), namely

U0(t0) = diag(. . . , 4, 4, 2, 2, . . .),

U1(t0) = 1
9diag(. . . , 3, 1, 3, 1, . . .),

U2(t0) = 11
900diag(. . . , 1, 1, . . .),

U3(t0) = 1
2700diag(. . . , 43

12 , 1, 43
12 , 1, . . .),

and

Uν(t1) = 21−2νUν(t0), 0 ≤ ν ≤ 3.

Then the matrix Z4 in

SB
4 (t1)− PB

t0,t1;4S
B
4 (t0)(PB

t0,t1;4)
T = EB

t1;4,4Z4(EB
t1;4,4)

T

can be written as

Z4 = (I −K3)(I −K2)(I −K1)Z̃4(I −KT
1 )(I −KT

2 )(I −KT
3 ),

(with tridiagonal nilpotent matrices Ki) lead to a matrix Z̃4 with bandwidth 4. The fac-

torization of Z̃4 leads to 5 wavelet frame generators ψi ∈ V1, 1 ≤ i ≤ 5, with

ψi =
8∑

s=0

q̂(i)
s

d4

dx4
Nt1,8;s, 1 ≤ i ≤ 5, (6.2)
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where the coefficients are listed in Table 1 and their graphs are depicted in Figure 1.

Note that ψ2, ψ4, ψ5 are symmetric and ψ1, ψ3 are antisymmetric. The supports of these

generators are

suppψ1 = supp ψ2 = [0, 4], supp ψ3 = suppψ4 = supp ψ5 = [1, 4].

The spline wavelets ψ1, ψ2 have simple knots at 0 and 4, and double knots at .5, 1, . . . , 3.5,

while ψ3 and ψ4 have double knots at 1, 1.5, . . . , 4. The spline wavelet ψ5 has simple knots

at 1, 4 and double knots at 1.5, 2, . . . , 3.5.

i q̂
(i)
0 q̂

(i)
1 q̂

(i)
2 q̂

(i)
3 q̂

(i)
4 q̂

(i)
5 q̂

(i)
6 q̂

(i)
7 q̂

(i)
8

1 0.092642 0.370569 1.852847 0.989527 −0.989527 −1.852847 −0.370569 −0.092642

2 0.126349 0.505395 2.526977 3.156191 3.156191 2.526977 0.505395 0.126349

3 0.526730 1.601752 0.086252 −0.086252 −1.601752 −0.526730

4 0.580480 2.180883 1.757771 1.757771 2.180883 0.580480

5 0.869741 3.478964 3.478964 0.869741

Table 1. Coefficients (∗1000) of wavelets ψi in expansion (6.2).
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